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Abstract
This paper re-examined the validity of the content coverage measure, which is a proxy for opportunity to learn (OTL), by employing a confirmatory factor analysis (CFA) on five multiply-imputed datasets. Data for this study were drawn from the PISA 2012 Malaysian sample. Specifically, we used a sample of 4247 students from 135 Malaysian national secondary schools. The PISA 2012 content coverage measure comprised four constructs, namely experience with applied mathematics tasks at school, experience with pure mathematics tasks at school, familiarity with mathematical concepts and experience with various types of problems at school. Prior to conducting the CFA, missing data resulted from student questionnaire rotation design were multiply-imputed using predictive mean matching (PMM) estimation via R-package Multivariate Imputation by Chained Equations (MICE). Subsequently, we conducted the CFA using R-package lavaan.survey that incorporates multiply-imputed data and survey weights as well as non-normality of data through its Maximum Likelihood Robust (MLR) estimation. After a few cycles of theory-guided model specification involving deletion of several items with low factor loadings, examination of various fit indices, and inspections of Composite Reliability (CR) and Average Variance Extracted (AVE) values, results showed that the final congeneric CFA model for the content coverage measure provided good fit to the data.
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1. Introduction

Over the past few decades, there have been an unceasing increase in studies on opportunity to learn (OTL) due to its significant effect on student achievement (Gearhart et al., 1999; Herman & Klein, 1997; Jaafar, 2006; Kurz, Elliott, Wehby, & Smithson, 2010; Martinez, Bailey, Kerr, Huang, & Beaurgard, 2010; McDonnell, 1995; OECD, 2012; Reeves, Carnoy, & Addy, 2013; Schmidt, Alexander, & Zoido, 2014; Stevens, 1996, 1993; Wang, 1998; Winfield, 1993). However, since teaching and learning processes are rather complex and multifaceted, various variables have been used as measures for the OTL (Gearhart et al., 1999; Herman & Klein, 1997; Jaafar, 2006; Kurz et al., 2010; Martinez et al., 2010; OECD, 2012; Reeves et al., 2013; Stevens, 1993, 1996; Wang, 1998; Winfield, 1993).

Specifically, in the international studies such as First International Mathematics Study (FIMS), Second International Mathematics Study (SIMS) and Trend in International Mathematics and Science Study (TIMSS), OTL has been measured using content coverage. Basically, in these international studies that involve various countries with different educational systems, content coverage has been used as a tool for assessing validity of the findings across countries (Chang, 1984; International Association for the Evaluation of Educational & Achievement, 2011).

The importance of content coverage as OTL measure is clearly evident when it has been continuously emphasized in the Programme for International Student Assessment (PISA), which was conducted by the Organisation for Economic Co-operation and Development (OECD). Precisely, in PISA the 2012, the content coverage was defined as mathematical content that were taught to students, and its internal consistency was assessed using Cronbach’s alpha (OECD, 2012). In addition, the OECD also used correlations between certain constructs as to ensure cross-country validity of the content coverage measure (OECD, 2012).

Despite numerous efforts taken by the OECD to ensure validity of the content coverage measure, however little attention has been paid to the effect of employing multiply imputed datasets on the construct validity. Hence, further investigations are critically needed to cross-validate the construct validity of the content coverage measure by using the multiply imputed datasets, especially when the PISA 2012 was subjected to large amount of missing data due to student questionnaire rotation design (OECD 2012). Thus, the aim of this paper was to re-examine, via a confirmatory factor analysis (CFA), the validity of the constructs for the PISA 2012 content coverage measure, using multiply imputed datasets.

2. Method

2.1 Sample

The sample for this study was drawn from the PISA 2012 Malaysian data, consisting of 4247 students from 135 Malaysian national secondary schools. This sample represented 82% of the overall sample of 5197 Malaysian students from 164 schools. In the PISA 2012, all samples were used in the development of content coverage measure. On the contrary, in this study, we only utilized a subsample consisting of students from the Malaysian national secondary schools due to diverse characteristics between Malaysian national secondary
3. Measures
Table 1 shows the constructs and items for the PISA 2012 content coverage measure (the list of items for all constructs can be obtained from OECD (2012)). All items were scored on four-point scale.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Description</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXAPPLAM</td>
<td>Experience with applied mathematics tasks at school</td>
<td>ST61Q01, ST61Q02, ST61Q03, ST61Q04, ST61Q06, ST61Q08</td>
</tr>
<tr>
<td>EXPUREM</td>
<td>Experience with pure mathematics tasks at school</td>
<td>ST61Q05, ST61Q07, ST61Q09</td>
</tr>
<tr>
<td>FAMCON</td>
<td>Familiarity with mathematical concepts</td>
<td>ST62Q01, ST62Q02, ST62Q03, ST62Q06, ST62Q07, ST62Q08, ST62Q09, ST62Q10, ST62Q12, ST62Q15, ST62Q16, ST62Q17, ST62Q19</td>
</tr>
<tr>
<td>EXASSIGNM</td>
<td>Experience with various types of problems at school</td>
<td>ST73Q01, ST73Q02, ST74Q01, ST74Q02, ST75Q01, ST75Q02, ST76Q01, ST76Q02</td>
</tr>
</tbody>
</table>

Source: OECD, 2012

3.1 Data Imputation, Test of Multivariate Normality and Selection of Software for Confirmatory Factor Analysis
In the PISA 2012, the OECD employed rotated student context questionnaires to ensure inclusion of large coverage of context questions without burdening students with longer time to complete the questionnaires. The rotated questionnaire consisted of questions in the “common part”, which were answered by all students, and questions in the “rotated part”, which were answered by two thirds of the student sample. Hence, approximately 33% of the PISA 2012 data for student questionnaire were subjected to data loss (OECD, 2012). Precisely, for all items selected in this study, 35.05% of the data were missing and they were assumed to be Missing Completely at Random (MCAR) (Kaplan and Su 2016).

We therefore carefully imputed the data by using multiple imputation method that properly accounts for the uncertainty of missing data. Moreover, the multiple imputation method produces unbiased results if the missing data mechanism is MCAR (Kaplan and Su 2016). For the estimation of parameters, we employed Predictive Mean Matching (PMM), which is a semi-parametric imputation approach. The data imputation process was conducted using R-package Multivariate Imputation by Chained Equation (MICE), in which five imputed datasets were generated.
We then verified the distributions of the five imputed datasets via Mardia’s Multivariate Normality test using R-package Multivariate Normality (MVN). Subsequently, we conducted the CFA by using R-package lavaan.survey that conveniently handles multiply imputed datasets, PISA survey weights as well as non-normality of data through its Maximum Likelihood Robust (MLR) estimation (Oberski, 2014).

3.2 PISA Sampling Design

Due to complex sampling design employed in the PISA 2012, the OECD used 80 replicate weights generated by balanced-repeated replication (BRR) using Fay (1989)’s method with $\rho=0.5$ (OECD, 2012). Hence, in order to take into account the sampling design, we employed designed-based approach (Oberski, 2014; Pornprasertmanit, Lee, & Preacher, 2014) by including these replicate weights in the CFA using a specific R-package lavaan.survey function (svrepdesign). The incorporation of PISA sampling design in the CFA analysis is deemed necessary because failure to take into account the sampling design might produce biased and inconsistent estimates (Oberski, 2014).

3.3 Confirmatory Factor Analysis

CFA is a branch of structural equation modelling (SEM). Unlike exploratory factor analysis (EFA) that is normally used for exploring the possible underlying constructs for a set of observed items, the CFA is a theoretically driven because it aims at testing hypothesized relationships between the observed items and the constructs based on specified underpinning theory. In this study, the CFA was used to determine the factor structure and dimensionality of the PISA 2012 content coverage measure. Specifically, the CFA was carried out in order to study the hypothesized relationship between the constructs for content coverage measure (i.e. experience with applied mathematics (EXPPLAM), experience with pure mathematics (EXPUREM), etc.) and their respective items.

For the CFA, we employed MLR estimation because previous studies showed that MLR produced reliable parameters for which standard errors and mean-adjusted chi-square were robust to non-normality (Brown, 2006; Oberski, 2014). The chi-square from the MLR is known as the scaled Satorra-Bentler chi-squared, with non-significant value indicates model fit (Brown, 2006; Oberski, 2014). Statistical calculations in the CFA were executed five times because this study involved five imputed datasets, and subsequently following Rubin (1976), the final estimators were obtained based on the pooled results.

To determine model fit, besides the chi-square value, we also used several other goodness-of-fit indices, such as standardized root mean square residual (SMSR), root mean square error of approximation (RMSEA), Comparative fit index (CFI) and Tucker-Lewis Index (TLI) (Brown, 2006; Hair, Black, Babin, & Anderson, 2010). Specifically, in this study, the Satorra-Bentler chi-square was expected to be significant due to large sample size (Hair et.al, 2010), and the following criteria were used to assess model fit: $\text{SMSR} \leq 0.08$, $\text{RMSEA} < 0.07$, $\text{CFI} > 0.90$ and $\text{TLI} > 0.90$ (Hair et al., 2010).

In addition, we also assessed the validity of the constructs for content coverage measure based on the standardized factor loadings with 0.3 as a cut-off value (Sellin & Keeves, 1997). We also verified the validity of the constructs for content coverage measure based on the Average Variance Extracted (AVE), with 0.5 as a cut-off value (Hair et al., 2010). The AVE
indicates the percentage of variance interpreted by the latent factors. Besides assessing the validity of the constructs for content coverage measure, we also assessed the reliability of the constructs through their Composite Reliability (CR) values. Explicitly, the CR value indicates internal consistency of a construct, with 0.6 as a cut-off value (Hair et al., 2010). However, in the process of building the CFA model, any decision made regarding model specification were guided by underlying theories in this study, as strongly emphasized by Hair et al. (2010).

4. Results

4.1 Multivariate Normality

Table 2 shows the results of Mardia’s Multivariate Normality tests, in which the multivariate skewness and kurtosis for all five imputed datasets were significant, indicating that all imputed datasets did not follow multivariate normal distribution. Therefore, we used MLR estimation in the CFA in order to take into account the non-normality of data.

Table 2: Mardia’s Multivariate Normality Test

<table>
<thead>
<tr>
<th>Imputed Data</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>$\chi^2$ test</td>
</tr>
<tr>
<td>1</td>
<td>64.93</td>
<td>45962.80</td>
</tr>
<tr>
<td>2</td>
<td>69.09</td>
<td>48906.22</td>
</tr>
<tr>
<td>3</td>
<td>66.41</td>
<td>47010.61</td>
</tr>
<tr>
<td>4</td>
<td>69.09</td>
<td>48906.22</td>
</tr>
<tr>
<td>5</td>
<td>66.16</td>
<td>46828.34</td>
</tr>
</tbody>
</table>

4.2 CFA for Opportunity to Learn

Since the content coverage measure was hypothesized to consist of four constructs, therefore we began the CFA by building a four-factor model. After a few series of theory-guided model specification, results showed that some of the items had to be eliminated due to either having low factor loadings, or low in both CR and AVE values. The eliminated items were as follows:

- **EXAPPLAM:** ST61Q01, ST61Q06
- **EXPUREM:** No item was eliminated
- **FAMCON:** ST62Q01, ST62Q02, ST62Q03, ST62Q06, ST62Q12, ST62Q16, ST62Q17, ST62Q04, ST62Q11
- **EXASSIGNM:** ST75Q02, ST76Q01 and ST76Q02
4.3 Assessing Model Fit and Construct Validity

We then assessed model fit by comparing two models, namely MLIDSW model that incorporated Maximum Likelihood estimation, multiply imputed datasets and PISA survey weights, and MLRIDSW model that incorporated Maximum Likelihood Robust, multiply imputed datasets and PISA survey weights.

As shown in Table 2, both non-normality of data and the PISA survey weights had considerable effects on the chi-square test of model fit. Specifically, the scaling corrections (or average generalized design effects) taking into account both non-normality and the PISA survey weights was 1.20.

Table 2 also shows the goodness-of-fit indices used to determine model fit as well as the CR and AVE values for each construct. As expected, the final CFA model for the content coverage measure had a significant Satorra-Bentler chi-square \( \chi^2(146) = 1707.54, p < 0.01 \) due to large sample size (Hair et al., 2010). However, the values of all goodness-of-fit indices were beyond their respective cut-off values (Hair et al., 2010), indicating that the final CFA model for the content coverage measure provided good fit to the data (RMSEA = 0.05 (90% confidence interval = 0.048 to 0.052, CFI = 0.92; and TLI = 0.91; SMSR = 0.04).

Subsequently, we determined the validity of the final CFA model for the content coverage measure based on the standardized factor loadings, CR and AVE. Based on Table 4, all items had factor loadings exceeding 0.5, reflecting that all items were indicators for each construct (Sellin & Keeves, 1997). The CR values were in the range of 0.72 to 0.92, which were more than the cut-off value of 0.6 (Hair et al., 2010), while the AVE values were between 0.37 and 0.78. Specifically, the AVE values for EXAPPLAM, FAMCON and EXASSIGNM were 0.40, 0.37 and 0.44 respectively, which were less than the cut-off value of 0.5 (Hair et al., 2010). However, following Hair et al. (2010), we retained EXAPPLAM, FAMCON and EXASSIGNM in the final CFA model for the content coverage measure because they were believed to provide theoretical rationale that explained the content coverage measure (OECD, 2012).
### Table 3: Assessment of model fit, reliability and validity for content coverage measure

<table>
<thead>
<tr>
<th>Measure</th>
<th>Model</th>
<th>Chi-square</th>
<th>*Scaling correction</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>SMSR</th>
<th>Construct</th>
<th>Code Item</th>
<th>Factor Loading (&gt; 0.3)</th>
<th>AVE (&gt;0.5)</th>
<th>CR (&gt; 0.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Coverage</td>
<td>MLIDSW</td>
<td>1681.931***</td>
<td></td>
<td>0.94</td>
<td>0.93</td>
<td>0.05</td>
<td>0.03</td>
<td>EXAPPLAM</td>
<td>ST61Q02</td>
<td>0.62</td>
<td>0.40</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>MLRIDSdw</td>
<td>1405.873***</td>
<td>1.20</td>
<td>0.93</td>
<td>0.92</td>
<td>0.05</td>
<td>0.03</td>
<td>ST61Q03</td>
<td>ST61Q04</td>
<td>0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST61Q08</td>
<td>ST61Q05</td>
<td>0.88</td>
<td>0.78</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST61Q07</td>
<td>ST61Q09</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EXPUREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST61Q05</td>
<td>ST61Q06</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST61Q07</td>
<td>ST61Q09</td>
<td>0.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FAMCON</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST62Q07</td>
<td>ST62Q08</td>
<td>0.61</td>
<td>0.37</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST62Q09</td>
<td>ST62Q10</td>
<td>0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST62Q10</td>
<td>ST62Q15</td>
<td>0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST62Q15</td>
<td>ST62Q19</td>
<td>0.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST62Q19</td>
<td>ST62Q13</td>
<td>0.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EXASSIGNM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST73Q01</td>
<td>ST73Q02</td>
<td>0.60</td>
<td>0.44</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST73Q02</td>
<td>ST74Q01</td>
<td>0.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST74Q01</td>
<td>ST74Q02</td>
<td>0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST74Q02</td>
<td>ST75Q01</td>
<td>0.54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

MLIDSW – Maximum likelihood with multiply imputed data and PISA sampling weights; MLRIDSdw – Maximum likelihood robust with multiply imputed data and PISA sampling weights; CR – Composite Reliability; AVE – Average Variance Extracted; *** p<0.001.
Figure 1: Confirmatory factor analysis for content coverage
5. Conclusion
In this study, we re-examined the construct validity of the PISA 2012 content coverage measure via a CFA by using sample of the Malaysian national secondary school students. Due to large missing data, we multiply imputed the original data prior to conducting the CFA. Specifically, we imputed five datasets via MI approach and PMM estimation using R-package MICE.

The PISA 2012 content coverage measure comprised four constructs. We validated the constructs for the content coverage measure by building a congeneric CFA model using MLR estimation in R-package lavaan.survey. After conducting a few cycles of theory-guided model specification involving elimination of several items with low loadings, examination of various goodness-of-fit indices and inspections of CR and AVE values, we found that the final CFA models for the content coverage measure provided good fit to the data.

Based on the final CFA model, even though the factor structure of the content coverage measure was still the same as in the original PISA 2012 results (OECD, 2012), however some of the items had to be eliminated due to having very low standardized factor loadings. Since the square of a factor loading indicates the percent of variance in a particular item explained by the construct, therefore such low factor loadings might signify problems in the factor structure of the construct (Brown, 2006; Hair et al., 2010). Thus, by including items with low standardized factor loadings in the scale development of PISA 2012 content coverage measure, the Cronbach’s Alpha values and correlations between selected constructs estimated by OECD might be biased.

We therefore suggest that before conducting further statistical analysis involving the PISA 2012 content coverage measure, the original data shall be multiply imputed due to large missing data; the construct validity of the measures shall be re-examined by employing CFA on the multiply imputed datasets; and amendment to the measure should be made accordingly.

6. Limitation
This study only used MI via PMM approach. Further studies might use other imputation and estimation techniques such as Bayesian Bootstrap Predictive Mean Matching. In addition, due to nested nature of the PISA 2012 data, we used design-based approach by incorporating the survey weights into the single-level CFA. Future studies might employ model-based approach, such as multilevel CFA (MCFA) which includes higher level units into the models (Pornprasertmanit et al., 2014).
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