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Abstract
This work examined operational risk management and organizational performance using selected banks in Edo state. The study aims is to investigate the effect of People risk, Process risk, System and technology risk and external risk variables on organizational performance. Relevant literatures on operational risk management and organizational performance were reviewed under conceptual framework, theoretical framework, and empirical review. The theoretical framework was anchored on Extreme Value Theory. Survey research design was adopted. The population of the study is 1967. The statistical formula devised by Borg and Gall (1973) was employed to arrive at the sample size of 386. The tools used in analyzing the data collected were descriptive statistics and correlation analysis. Multiple Regression Analysis (MRA) method was employed in testing the hypotheses. The study discovered that people risk variables had a negative strong effect on organizational performance of the banks in Edo State. Process risk variables had a negative moderate influence on organizational performance of the banks in Edo State, System and technology risk had a negative significant effect on organizational performance of the banks. External risk variables had a positive weak influence on organizational performance of the banks in Edo State. The study concluded that operational risk management has a negative significant effect on organizational performance of the banks in Edo State. The study recommended that banks in Nigeria should analyze people risk variables analysis and establish a policy that will reduce it, while the regulatory authorities should pay more attention to people risk variables. Banks should take the issue of process risk variables very seriously and should put
in place, appropriate checks and balances to ensure that process risk variables are made in accordance with banks’ policies. The management of banks should institute stringent measures on system access and navigation and limit system abuse by staff and colleagues. Finally, organizations should lay more emphasis on effective communication on the part of management as this will have a positive effect on the external risk variables. Thus, a comprehensive public relations department is necessary to provide effective feedback and response to public information.
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INTRODUCTION
Management of operational risk by banks is a phenomenon that is widely accepted by most banking industries worldwide (Masenene 2015). Most banks are taking cognizance of the qualitative and quantitative criteria for operational risk management advocated by the Basel Committee on banking supervision (2003). Profit maximization has been identified as the primary reason for the existence of business enterprises inclusive of banks, and going concern status is achieved only when these organizations are making profit (Sufia, 2011; Aremu, Ekpo and Mudashiru, 2013). Operational risk becomes a major constraint since it involves taking appropriate measures to ensure the qualitative transactions without processing errors in order to deliver the best services to the customers (Grody, Harmantzis and Kaple, 2005). Fundamental changes in financial markets, increasing globalization and deregulation, as well as corporate restructuring had a large impact on the magnitude and nature of operational risks confronting banks. Following severe operational failures resulting in the restructuring of the affected financial institutions or in the sale of the entity (Barings), the emphasis on operational risk within banks has increased, leading regulators, auditors, and rating agencies to expand their focus to include operational risks as a separate entity besides market and credit risk (Helbok and Wagner, 2006). Operational risk was for the first time treated as a self-contained regulatory issue in the “Operational Risk Management” document published by the Basel Committee on Banking Supervision in 1998. “The New Basel Capital Accord” was first formulated in a proposal in 1999, released in 2001 and became effective in 2007; within the framework, operational risk was integrated in the so called Pillar 1 which implied its inclusion in the calculation of a banks’ overall capital charge. Along with revising the minimum capital standards already covering credit and market risk, Basel II set a new minimum capital standard for operational risk. While requiring capital to protect against operational risk losses, the new framework was meant to encourage banks to improve their risk management techniques so as to reduce operational risk exposure and mitigate losses resulting from operational failures. The new capital accord provided incentive of lower capital requirements to those banks that demonstrated strengthened risk management practices and reduced risk exposures.

As one of the innovations proposed by the Basel II, following the widespread recognition of the importance of operational risk in banking and the knowledge that operational risk exhibited characteristics fundamentally different from those of other risks, an increasing amount of academic research has been devoted to this issue. Most research on operational risk in recent past focused either on the quality of quantitative measurement methods of operational risk exposure or theoretical models of economic incentives for the management and insurance of...
operational risk (Leippold and Vanini, 2005, Mignola and Ugoccioni, 2006). Only little attention has been devoted to statistical issues of coherent and consistent operational risk reporting and measurement within and across banks and operational risk reporting has remained an unexplored topic in academic research (Dima, 2009). Operating risk and/or system failure, are a natural outgrowth of their business and banks usually employ standard risk avoidance techniques to mitigate them (Santomero, 2007). Self-risk assessment method is one of the possible tools used by banks for identifying and assessing operational risk though a bank assesses its operations and activities against a menu of potential operational risk vulnerabilities.

Statement of the Problem
Operational risk management in banks has been increasingly emphasized in the past decade. Big financial scandals, frauds and information technology system failures are important drivers for the greater attention both inside and outside banking institutions to their exposures to and internal handling of such risks. The exposure to different kinds of operational risk is nothing new for the individual bank Moosa (2007). Operational risks are the root cause for many of the (large scale) financial failures in the past decades (Moosa 2007). So many studies have noted that operational risks are not new since human mistakes, fraud, theft, process failures, system errors and external hazards, such as fires and floods, have been around for decades. However, the impact of operational risks was most often relatively insignificant (Mignola and Ugoccioni, 2006; Alexander, 2003).
Operational risk is still not fully accepted and understood by academics and practitioners and it is treated as a left over risk from the other core financial banking risks (Acharyya 2012). Lack of quality data on operational risk forms a physical barrier that hinders the advancement of operational risk research. Most institutions in the past have neglected to collect any operational risk data as it was generally perceived to be unnecessary and the cost incurred in such a task could not be justified (Tang, Guan & Jin, 2010). However the collapse of bank, the oldest merchant bank in London in 1995 after losing $1.3 billion due to insufficient internal controls, at Barings, to detect what was taking place, was a wakeup call to the operational risk management (Yazilari, 2012). Gikundi, Ondiek, Sawa and Musiega (2014) researched on the effects of operational risk on financial profitability in the lending process in ten commercial banks in Kakamega town, findings showed that operational risk positively influences profitability of banks. This is consistent with Epetimehin and Obafemi (2015) study in Nigeria on effects of operational risk on financial performance of banks and insurance industry, the results showed that operational risk had positive effects on financial performance. However, this is inconsistent with Tamimi (2015) study on operational risk on the Islamic Arab bank’s performance, the study covered eleven out of forty-seven banks in the years 2000 to 2012, and results indicated that operational risk had negative effect on banks performance. This concurs with Azamat (2014) research on operational risk losses on financial performance in banks in the United States of America; the results showed operational risk had a negative effect on financial performance as most firms would hedge the risk to minimize losses. The authors further recommended research to be conducted on the influence of operational risk on financial performance in other financial sectors in different regions. Based on this argument, this research is to fill the gap with respect to findings on the influence of operational risk on organizational performance of banks in Edo state, Nigeria.
Objectives of the Study
The main objective of the study is to examine the effect of operational risk management on organizational performance. The specific objectives include:
1. Evaluate the effect of people risk on organizational performance
2. Determine the influence of process risk on organizational performance
3. Assess the effect of system and technology risk on organizational performance
4. Examine the influence of external risk on organizational performance

Research questions
The following research questions guided this study.
1. To what extent does people risk affect the organizational performance of banks in Edo State?
2. To what extent does process risk influence the organizational performance of banks in Edo State?
3. How does system and technology risk affect the organizational performance of banks in Edo State?
4. To what extent does external risk influence the organizational performance of banks in Edo State?

Hypotheses
The following hypotheses guided this study.
Ho1: People risk has no significant effect on the organizational performance of banks in Edo State.
Ho2: Process risk has no significant influence on the organizational performance of banks in Edo State.
Ho3: System and technology risk have no significant effect on the organizational performance of banks in Edo State.
Ho4: External risk has no significant influence on the organizational performance of banks in Edo State.

REVIEW OF RELATED LITERATURE
Conceptual Framework
Operational Risk Management
Mainelli (2002) stated that defining operational risk is complex and even slippery. The term operational risk has only been defined in the last few years. Unlike the definitions of market and credit risk which are relatively clear, the definition of operational risk continues to evolve. The Basel Committee on Banking Supervision defined operational risk in the New Basel Capital Accord (2003) as the risk of loss resulting from inadequate or failed internal processes, people and systems or from external events. This definition includes legal risk, but excludes strategic and reputation risk. According to the British Bankers´ Association (BBA), “Operational risk is the risk of direct or indirect loss resulting from inadequate or failed internal processes, people and systems or from external events. The Basel Accord (2007) defined operational risk as the risk of direct or indirect loss resulting from inadequate or failed internal processes, people and systems or from external events. Malfunctions of the information systems, reporting systems, internal monitoring rules and internal procedures designed to take timely corrective actions, or the compliance with the internal risk policy rules.
result in operational risks (Bessis, 2010). Operational risks, therefore, appear at different levels, such as human errors, processes, and technical and information technology. Because operational risk is an event risk, in the absence of an efficient tracking and reporting of risks, some important risks will be ignored, there will be no trigger for corrective action and this can result in disastrous consequences. Developments in modern banking environment, such as increased reliance on sophisticated technology, expanding retail operations, growing e-commerce, outsourcing of functions and activities, and greater use of structured finance (derivative) techniques that claim to reduce credit and market risk have contributed to higher levels of operational risk in banks (Greuning and Bratanovic, 2009).

Organizational Performance
Organization performance has been the most important issues for every organisation be it profit or non-profit one. It has been very important for managers to know which factors influence an organisation’s performance in order for them to take appropriate steps to initiate them. However, defining, conceptualising and measuring performance have not been easy tasks. Researchers among themselves have different opinions and definitions of performance, which remains to be a contentious issue among organisational researchers (Barney, 2008). For example, according to Javier (2007), as cited in Nikbin et al (2010), performance is equivalent to the famous 3Es (i.e. economy, efficiency and effectiveness) of a certain programme or activity. However, according to Daft (2009), organisational performance is the organisation’s ability to attain its goals by using resources in an efficient and effective manner. Quite similar to Daft (2009), Richardo and Wade (2010) defined organisational performance as the ability of the organisation to achieve its goals and objectives. Organisational performance has suffered from not only a definition problem, but also from a conceptual problem. Hefferman and Flood (2006) stated that as a concept in modern management, organisational performance suffered from problems of conceptual clarity in a number of areas. The first was the area of definition while the second was that of measurement. The term performance was sometimes confused with productivity. Productivity was a ratio depicting the volume of work completed in a given amount of time. Performance was a broader indicator that could include productivity as well as quality, consistency and other factors.

Chen (2002) asserts that organizational performance means the “transformation of inputs into outputs for achieving certain outcomes. With regard to its content, performance informs about the relation between minimal and effective cost (economy), between effective cost and realized output (efficiency) and between output and achieved outcome (effectiveness)”. There are various ways to understand organization performance but in this work, it has been judged upon the growth of the company and sales performance which lead towards the growth. Sales performance can be explained as all the activities or investment carried out in the firm in the given period of time. It can be measured by total amount of revenue collected for the goods sold. Growth revenue defines as total amount of money collected by the company for the goods they sold in a specific time, and this amount is calculated before expenses are subtracted. Effectiveness of the organization depends on the three basics performance determinants. Organizational performance refers to ability of an enterprise to achieve such objectives as high profit, quality product, large market share, good financial results, and survival at pre-determined time, using relevant strategy for action (Koontz and Donnell, 1993). Organizational performance
can also be used to view how an enterprise is doing in terms of level of profit, market share and product quality in relation to other enterprises in the same industry. Consequently, it is a reflection of productivity of members of an enterprise measured in terms of revenue, profit, growth, development and expansion of the organization. Organizational performance may be defined as the transformation of inputs into outputs for achieving certain outcomes. With regard to its content, performance informs about the relation between minimal and effective cost (economy), between effective cost and realized output (efficiency) and between output and achieved outcome (effectiveness) (Chen and Barnes, 2006). There is no general agreement in the literature on the criteria to be used in assessing the organizational performance (Bolman and Deal 2003; DeClerk, 2008; LaRue et al, 2004).

Emekewue (2008) maintains that there are two aspects of a company’s financial performance of interest to investors. First, its financial performance may be assessed by reference to its ability to generate profit. This agrees with Pandey (2005) assertion that it is assumed that profit maximization causes the efficient allocation of resources under the competitive market conditions, and profit is considered as the most appropriate measure of a firm’s performance. Hill and Jones (2009) also assert that the key measure of a company’s financial performance is its profitability. Thus, ratios of financial efficiency in this respect focus on the relationship between profit and sales and profit and assets employed. Second, the company’s financial performance may be assessed in terms of the value of its shares to investors. In this way, ratios of financial performance focus on earnings per share, dividend yield and price/earnings ratios. The ratios used to measure the overall profit performance of a firm are termed profitability ratios. Pandey (2010) maintains that profitability ratios are determined on the basis of either sales or investment. Osisioma (2000) notes that the ratios are aimed at bringing to light the profitability of a firm’s operation, the management efficiency as measured by the returns on capital employed and the intensity of capital usage – the rapidity with which invested capital is turned over.

Different dimensions have been adopted by authors to determine corporate performance. Some of them are profitability, return on assets (ROA), gross profit, return on investment, (ROI), return on sales (ROS), return on equity (ROE), sales growth, export growth, revenue growth, market share and stock price (Emekewue, 2008).

**Theoretical Framework**

This study is anchored on Extreme Value Theory Embrechts (1999). This study analyses the operational risk management theories in relation to organizational performance.

**Extreme Value Theory:** According to Paul Embrechts (1999), Extreme value theory (EVA) is a branch of statistics dealing with the extreme deviations from the median of probability distributions. It seeks to assess from a given order sample of a given random variable, the probability of events that are more extreme than previously observed. The financial industry including banking and insurance is undergoing major changes. The reinsurance industry is increasingly exposed to catastrophic losses for which requested cover is only available. An increasing complexity for financial instruments calls for sophisticated risk management tool. This theory expands the knowledge of operational risk management as it indicate the securitization of risk and alternative risk transfer highlight the convergence of finance and insurance at the product level. Extreme value theory plays an important methodological role within risk management for insurance, reinsurance and finance.
Empirical Review
A number of studies has looked at the operational risk management practices in different parts of the world. Some of these studies carried out in Nigeria and outside Nigeria are as follows: Siminyu, Clive, and Musiega (2017) examined the influence of operational risk on the financial performance of deposit taking savings and credit cooperatives in Kakamega County. A semi-structured questionnaire was used to collect the data from a sample size of 56 respondents. The data from the respondents was coded on statistical package for social science (SPSS) software and analyzed by descriptive statistics; the mean and the standard deviation. Data was presented using frequency tables and bar graphs. Correlations, the statistical technique that can show whether and how strongly pairs of variables are related, was used to ascertain the relationship. Siminyu, Clive, and Musiega (2017) the study revealed that there was a significant positive linear relationship between financial systems and financial performance of SACCOs in Kakamega County. The study concluded that SACCOs and other financial institutions must focus on the financial systems in minimizing their operational risks.

Jussi (2016) investigated the existence of operational risks in Finnish insurance companies and company X. The data in this qualitative research was collected from interviews with operational risk managers working at insurance companies in Finland and from the employees of Company X. Operational risk managers from Finnish insurance companies offered a broad and professional perspective to the questions while employees from Company X brought a more detailed and pragmatic approach to the answers. Interviewees responded to a questionnaire that was sent to them before face-to-face interviews. The results showed that Finnish insurance companies were very much aware of operational risks, but the tools used were still relatively simple. Systems-related risks, human risks, technological development and regulations were the four main operational risks that Finnish insurance companies face today. There is one clear similarity between the tools and methods used by insurance companies in Finland, and it is also the tool used to prioritize resources for operational risk management. The results provided evidence that operational risk management in Finnish insurance companies needed further and more specific research so that companies could improve their own operational risk management.

Masenene (2015), assessed the effectiveness of operational risk management among the financial institutions in Tanzania whereby five banks in Dar es Salaam were selected as sample. The study drew 84 respondents randomly from the chosen five banks in the region, whereby the conclusions were generalized to all the banks in Tanzania. The sample was investigated using questionnaire and interview. It was found that operational risks policies, procedures and instruments existed in the financial institutions although to some extent, they were not effectively managed. Again, methods used to manage operational risks were not well implemented. Awareness of bankers on principles guiding operational risks was found to be minimal among them. The results revealed that most of the respondents proved that operational risk management in Tanzanian financial institutions were found not well implemented. The study concluded that there were lots of weaknesses in the management of Operational risks including lack of strong risk management departments, weak rules and principles, unimplemented policies and bias in the implementation of compensation.

Bagherzadeh and Jöehrs (2015) studied operational risk management improvements within internal control frameworks. The study adopted a qualitative research method. Primary data was collected through the interviews gathered from 2007 till 2014. The outcome of this study
revealed that loss of reputation as a result of problems within IT system risks together with external card fraud are among the most common risks that banks should take into consideration when managing operational risks. It was concluded that although improvements have taken place in how operational risks are being managed, there is still room for improvements. Internal control frameworks still need to be modified by regulators to be more efficient while there should be reasonable amount of regulations applicable to banks.

Macha (2010), in his study on operational risk management in the financial sectors in Tanzania found that out of 56 financial intermediaries, only 20 of them have insurance against operational risk. According to Bank of Tanzania it is very risky and the possibility of bank failure is very high if the bank will not secure its cash or properties by insuring them. The study showed that although there are a number of cash operation risks facing commercial banks, lack of integrity among the staff members and the nature of business that the banking organizations deal with are the major cash operation risks that face the commercial banks. The study further established that cash operation risk management practices are very critical business processes, due to the nature of business that banks engage in. To a very great extent, each bank has engaged in the use of regulators guidelines which provided the minimum threshold of practices that must be used by all banks in managing the cash operations risks.

METHODOLOGY
The study adopted the survey method. This study was carried out in Edo state, Nigeria. The population of study was 1967, comprising fifteen banks out of the twenty two commercial banks in Edo State, Nigeria. The sample size was 386, obtained by using Borg and Gall (1973) statistical formula. The researcher made use of primary sources of data. The primary sources of data include the questionnaire and personal interview. The major instrument used in this study was questionnaire. The researchers used face and content validity in this work. The Cronbach Alpha was used to determine the reliability of the instrument. The Cronbach Alpa values of 0.637 and 0.694 respectively for operational risk management and organizational performance was obtained.

Method of Data Analysis
The study used descriptive statistics and correlation analysis. Multiple Regression Analysis (MRA) method was employed to determine the effect of operational risk management on organizational performance.

DATA PRESENTATION AND ANALYSIS
In this section, the data generated from the employees of the sampled banks are presented, analyzed and interpreted. A total of three hundred and eighty six copies of the questionnaires were distributed to the respondents, out of which three hundred and fifty were properly filled and found relevant to the study. 21 copies were not properly filled, and 16 copies got missing. Therefore, the analysis in this section was based on the three hundred and fifty relevant copies. The first section covered the demographic features of the respondents. The second section analyzed the data relevant to research questions.
Descriptive Analysis
This section presents the descriptive statistics on the operational risk management and organizational performance. The aim of the analysis is to examine the management of the operational risk variables in relation to organizational performance. The analysis of the individual characteristics of these variables is presented in the table below:

Table 1 Descriptive Characteristics of the Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational performance</td>
<td>20.26</td>
<td>3.332</td>
</tr>
<tr>
<td>External Risk</td>
<td>17.89</td>
<td>3.751</td>
</tr>
<tr>
<td>System and Technology Risk</td>
<td>18.74</td>
<td>4.070</td>
</tr>
<tr>
<td>Process Risk</td>
<td>18.25</td>
<td>3.951</td>
</tr>
<tr>
<td>People Risk</td>
<td>17.72</td>
<td>4.264</td>
</tr>
</tbody>
</table>

Source: Authors’ Compilation From SPSS Version 21.0

This table presents the summary of statistics used in the analysis. It provides information about the mean and standard deviation of the variables used in the study. The mean value for Organizational performance is 20.26 while the standard deviation is 3.332. External risk and System and technology risk recorded a mean value of 17.89 and 18.74 with a standard deviation of 3.751 and 4.070 respectively. Process risk and People rate risk have mean value of 18.25 and 17.72 with standard deviation of 3.951 and 4.264 respectively.

Correlation Analysis
Here, Pearson correlation was employed to measure the strength of the relationship between independent variables. The Pearson correlation coefficient is a measure of the strength of a linear association between two variables and is denoted by r. Table 4.3 below shows the summary of correlation coefficient.

Table 3 Correlation Matrix

<table>
<thead>
<tr>
<th></th>
<th>ORGP</th>
<th>ERV</th>
<th>STR</th>
<th>PRV</th>
<th>PRV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational performance</td>
<td>Pearson Correlation</td>
<td>1</td>
<td>.039</td>
<td>-.394**</td>
<td>.498**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.558</td>
<td>.003</td>
<td>.004</td>
<td>.038</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td></td>
</tr>
<tr>
<td>Pearson Correlation</td>
<td>.039</td>
<td>1</td>
<td>.002</td>
<td>-.072</td>
<td>-.260**</td>
</tr>
<tr>
<td>External risk variables</td>
<td>Sig. (2-tailed)</td>
<td>.558</td>
<td>.981</td>
<td>.276</td>
<td>.000</td>
</tr>
<tr>
<td>N</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td></td>
</tr>
<tr>
<td>System and technology risk</td>
<td>Pearson Correlation</td>
<td>-.394**</td>
<td>.002</td>
<td>1</td>
<td>.081</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.003</td>
<td>.981</td>
<td>.220</td>
<td>.345</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td></td>
</tr>
<tr>
<td>Process risk variables</td>
<td>Pearson Correlation</td>
<td>-.498**</td>
<td>-.072</td>
<td>.081</td>
<td>1</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.004</td>
<td>.276</td>
<td>.220</td>
<td>.450</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td></td>
</tr>
<tr>
<td>People risk variables</td>
<td>Pearson Correlation</td>
<td>-.536*</td>
<td>-.260**</td>
<td>-.062</td>
<td>.050</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.038</td>
<td>.000</td>
<td>.345</td>
<td>.450</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td>386</td>
<td></td>
</tr>
</tbody>
</table>

Source: Author’s Compilation From SPSS Version 21.0

The table above shows the extent of association between the dependent and independent variables used in the study. The correlation between external risk variables and Organizational performance shows the value of 0.039, which indicates that external risk variables has a positive
weak effect on organizational performance. System and technology risk recorded a correlation coefficient of -0.394 with organizational performance which shows that System and technology risk has a negative moderate effect on organizational performance. Furthermore, the correlation between process risk variables and organizational performance was recorded as -0.498. This indicates that process risk variables has a negative moderate effect on organizational performance. Also, people risk variables recorded a correlation coefficient of -0.536 with organizational performance. This shows that people risk variables has a negative strong effect on organizational performance.

**Multiple Regression Analysis**

Multiple regression result was employed to test the effect of independent variables on the dependent variables. The result of the multiple regression analysis is presented in the tables below.

**Table 4.4 Summary of the Regression Result**

The result of the multiple regression formulated in chapter three is presented in the tables below.

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.265</td>
<td>.690</td>
<td>.504</td>
<td>3.241</td>
<td>1.879</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), People risk variables, Process risk variables, System and technology risk, External risk variables

b. Dependent Variable: organizational performance

Table 4.4 shows that $R^2$ which measures the strength of the effect of independent variable on the dependent variable has the value of 0.690. This implies that 69% of the variation in organizational performance is explained by variations in people risk variables, process risk variables, system and technology risk and external risk variables. This was supported by adjusted $R^2$ of 0.504. In order to check for autocorrelation in the model, Durbin-Watson statistics was employed. Durbin-Watson statistics of 1.879 in table 4.4 shows that the variables in the model are not autocorrelated and that the model is reliable for predications.

**Table 4.5: ANOVA Result**

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>179.546</td>
<td>4</td>
<td>44.886</td>
<td>4.272</td>
<td>.002b</td>
</tr>
<tr>
<td>Residual</td>
<td>2384.937</td>
<td>227</td>
<td>10.506</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2564.483</td>
<td>231</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Dependent Variable: Organizational Performance

b. Predictors: (Constant), People risk variables, Process risk variables, System and technology risk, External risk variables
The f-statistics value of 4.272 in table 4.5 with f-statistics probability of 0.002 shows that the independent variables have significant effect on the dependent variable. This shows that people risk variables, process risk variables, system and technology risk and external risk variables can collectively explain the variations in organizational performance in the selected banks.

**Table 4.6 Coefficients of the Model**

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>18.311</td>
<td>2.121</td>
<td></td>
<td>8.632</td>
</tr>
<tr>
<td>People risk variables</td>
<td>.074</td>
<td>.059</td>
<td>.083</td>
<td>1.251</td>
</tr>
<tr>
<td>Process risk variables</td>
<td>-.159</td>
<td>.053</td>
<td>-.194</td>
<td>-3.014</td>
</tr>
<tr>
<td>System and technology risk</td>
<td>-.091</td>
<td>.054</td>
<td>-.128</td>
<td>-2.112</td>
</tr>
<tr>
<td>External risk variables</td>
<td>-.110</td>
<td>.052</td>
<td>-.140</td>
<td>-2.674</td>
</tr>
</tbody>
</table>

Source: SPSS 21.0

Table 4.6 shows the coefficient of the individual variables and their probability values. People risk variables has regression coefficient of 0.074 with a probability value of 0.212. This implies that risk associated with people risk variables have a positive but insignificant effect on organizational performance. Process risk variables have a regression coefficient of -0.159 with a probability value of 0.003 implying that Process risk variables have a negative and significant effect on organizational performance.

Furthermore, System and technology risk has a regression coefficient of -0.091 with a probability value of 0.026. This implies that System and technology risk a negative and significant effect on organizational performance. On a similar note, external risk variables have a coefficient value of -0.110 and a probability value of 0.036. This shows that external risk variables have a negative and significant effect on organizational performance.

**Test of Hypotheses**

Here, the four hypotheses formulated in chapter one were tested using t-statistics and significance value of the individual variables in the regression result. The essence of this is to ascertain how significant the effect of independent or explanatory variables are on the dependent variables. The summary of the result is presented in the table below.
Table 4.7 T-Statistics and Probability Value from the Regression Result

<table>
<thead>
<tr>
<th>Model</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>8.632</td>
<td>.000</td>
</tr>
<tr>
<td>External risk variables</td>
<td>1.251</td>
<td>.212</td>
</tr>
<tr>
<td>System and technology risk</td>
<td>-3.014</td>
<td>.003</td>
</tr>
<tr>
<td>Process risk variables</td>
<td>-2.112</td>
<td>.026</td>
</tr>
<tr>
<td>People risk variables</td>
<td>-2.674</td>
<td>.036</td>
</tr>
</tbody>
</table>

Source: Authors’ Compilation from the Regression Result

**Test of Hypothesis One**

Ho: People risk variables have no significant effect on organizational performance of banks in Edo State.

Hi: People risk variables have significant effect on organizational performance of banks in Edo State.

In testing this hypothesis, the t-statistics and probability value in table 4.7 is used. People risk variables has a t-statistics of -2.674 and a probability value of 0.036 which is statistically significant. Therefore, we reject the null hypothesis and accept the alternative hypotheses which states that People risk variables has significant effect on organizational performance of banks in Edo State.

**Test of Hypothesis Two**

Ho: Process risk variables have no significant influence on organizational performance of banks in Edo State.

Hi: Process risk variables have no significant influence on organizational performance of banks in Edo State.

Process risk variables have a t-statistics of -2.112 and a probability value of 0.026 which is statistically significant. Therefore, we reject the null hypothesis and accept the alternative hypothesis which states that process risk variables has no significant influence on organizational performance of banks in Edo State.

**Test of Hypothesis Three**

Ho: System and technology risk have no significant effect on the organizational performance of banks in Edo State.
Hi: System and technology risk have a significant effect on the organizational performance of banks in Edo State.
System and technology risk have a t-statistics of -3.014 and a probability value of 0.003 which is statistically significant. Therefore, we reject the null hypothesis and accept the alternative hypothesis which states that System and technology risk has a significant effect on organizational performance of banks in Edo State.

Test of Hypothesis Four
Ho: External risk variables have no significant influence on organizational performance of banks in Edo
Hi: External risk variables have a significant influence on organizational performance of banks in Edo
Risk associated with External risk has a t-statistics of 1.251 and a probability value of 0.212 which is statistically insignificant. Therefore, we accept the null hypothesis and reject the alternative hypotheses and conclude that external risk variables have no significant influence on organizational performance of banks in Edo.

Discussion of Findings
This work examined Operational risk management and organizational performance of banks in Edo state. The hypotheses formulated were tested using multiple regression analysis. At the end of the analysis, the following were discovered.
People risk variables have a negative strong effect on organizational performance of banks in Edo State. This finding is consistent with that of Bessis, 2010 and Greuning and Bratanovic 2009, the combination of a volatile interest rate environment, deregulation, and a growing array of on and off-balance-sheet products have made the management of interest rate risk a growing one and the risk has a significant effect on organizational performance of banks.
The study discovered that process risk variables have a negative moderate influence on organizational performance of banks in Edo State. This finding agrees with the findings of Basel 2002; Terry & Mak 2001 which revealed that several processes risk commonly used by banks to help them identify and assess operational risk management process is influenced by the operational risk management function of the bank.
The study found out that system and technology risk have a negative significant effect on organizational performance of banks in Edo State. This study concord to Feili, 2011; Jordan and Silcock 2005 and Kaiser and Kohne 2006 that revealed that financial organizations always benefit from advanced, highly competitive computer applications, but those organizations that are slow in implementing high technologies or perform poor quality applications will definitely have bad results.
Finally, the study found out that external risk variables has a positive weak influence on organizational performance of banks in Edo State. This finding disagreed with Wu Yan, 2008; Khalil 2013 that uncovered catastrophic events that cause physical damage on bank assets. In retail banking, it was also discovered that higher exposure to operational risk comes from: Higher possibilities of clients’ frauds and forgeries and moral hazard.
Summary of Findings
The following are the discoveries made in the course of the study:
1. People risk has a negative strong effect on the organizational performance of banks in Edo State
2. Process risk has a negative moderate influence on the organizational performance of banks in Edo State
3. System and technology risk has a negative significant effect on the organizational performance of banks in Edo State.
4. External risk has a positive weak influence on the organizational performance of banks in Edo State

Conclusion
This study examined Operational risk management and organizational performance of banks in Edo state. The study used multiple regressions analysis to analyse the data generated. From the findings the study discovered that operational risk variables, system and technology risk, Process risk variables and people risk variables had negative significant effect on organizational performance on banks in Edo State while external risk variables, had positive significant influence on organizational performance of banks in Edo state. Therefore the study concluded that operational risk management has a negative significant effect on organizational performance of banks in Edo State.

Recommendations
The study therefore recommends as follows:
1. Nigeria should analyze people risk variables and establish a policy that will reduce it. The regulatory authority should pay more attention to people risk variables.
2. Banks should take the issue of process risk variables very seriously and process risk variables should be provided appropriate checks and balances to ensure that the variables are made in accordance with the banks’ policy.
3. The management of banks should institute stringent measures on system access and navigation and limit system abuse by staff and colleagues. This could be through putting data protocols with authorized access to information on the system.
4. Organization should lay more emphasis on effective communication on the part of management as this will have a positive effect on external risk variables. Therefore, a comprehensive public relations department is paramount to provide feedback and response to public information.
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