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Abstract 
Dynamic programming techniques are often used in economy due to the recursive structure 
that many dynamic economic optimization problems have. These problems, usually having a 
complex form, are disintegrated into smaller sub-problems whose optimal solutions lead to 
the optimal solution of the original problem. In the economic study of this paper we use the 
backward method in which the final state of the system and the chosen policy determine the 
initial state of the system. 
Keywords: Dynamic Programming, Optimal Policy, Transfer Function, Efficiency Function, 
Backward Method 
 
Introduction 

The term “dynamic programming” was used in the ‘50s by the American mathematician 
Richard Bellman, in solving problems arising in the study of sequential decision – making 
processes. Bellman chose the expression “dynamic programming” to emphasize the 
appearance of time variation of processes, in the classical physical sense (Dreyfus, 2002). 

In the paper “The theory of Dynamic Programming” (Bellman, 1954) are some examples 
of processes that allow dynamic programming: planning of industrial production line, 
determining replacement policy of equipment in factors, scheduling patients at a medical 
clinic, determining long-term investment programs for universities, etc. 

Used in mathematics, informatics, economy, this method consists in transforming a 
complex initial sequential problem into a sequence of simpler, smaller problems, whose 
solutions are optimal and lead to the optimal solution of the original problem. 

The method is based on the principle of optimality (Bellman, 1954): “An optimal policy 
has the property that whatever the initial state and decisions are, the remaining decisions 
must constitute an optimal policy with regard to the state resulting from the first decisions”, 
where, by policy, we understand “a sequence of decisions […] which is most advantageous 
according to some preassigned criterion”. 

In other words “any optimal policy can only be formed from optimal sub-policies 
(Kaufmann, 1967). 
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Aspects of Backward Dynamic Programming 
We consider a sequential decision process whose evolution over time can be controlled 

by the actions of a decision making factor and describe the system’s state by vector 
Rtt

)(s


called state vector (Trandafir, 2004). 
The notations that we operate with in this paper are those used in (Popescu et al., 1999). 

Thus,  

t
S represents the set of possible states at time t; 

t
X represents the set of admissible solutions, made up of solutions (policies, decisions) 

tx taken by the decision-maker at time t; 

)x,(suu
1ii1i1i +++

=          (1) 

Where: n1,i =  is called efficiency function and measures the quality of decision 
1i

x
+

;  

                           

))x,(su),...,x,(sf(uf
n1nn101 −

= is the overall efficiency function; 

 

1i1ii1i
s)x,(sτ
+++

=  is called transfer function from state i  in state i + 1. 

 
Using recursive writing we obtained: 
 

)x)...),x,(s(...τ(ττs
1i101i1i1i +++

=         (2) 

 
A number of important features of dynamic programming are presented in (Chinneck, 

2012). 
Thus: 
- The problem to be solved can be decomposed into subproblems (which are solved 

independently), each corresponding to a stage representing the moments when decisions 
must be taken. Depending on the directions of the scroll, we have forward dynamic 
programming or backwards dynamic programming; 

- Each stage has a certain number of states, representing the information needed in 
solving subproblems; 

- After making a decision, the system state changes as the relationship  
 

1i1ii1i
s)x,(sτ
+++

=          (3) 

 
- Given the current state, the optimal decision for the remaining stages is independent 

of decisions made in previous states. This statement represents the fundamental dynamic 
programming principle of optimality; 

- There is a recursive relationship between the value of decision at a stage and the value 
of the optimum decisions at previous stages. 

In the economic study of this paper we use the backwards method, in which the final 
state and the chosen policy determine the original state. 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN ACCOUNTING, FINANCE AND 

MANAGEMENT SCIENCES  

 Vol. 3 , No. 1, 2013, E-ISSN: 2225-8329 © 2013 HRMARS 
 

354 
 

Definition: A sequential optimization problem is called backwards decomposable if 

there RR:F 2

i
→  monotonic functions (increasing for an objective function “maxim” and 

decreasing for an objective function “minimum”) in the second variable, so that: 
 

 )))x,(su),...,x,(s(uf),x,(s(uF))x,(su),...,x,(s(uf
n1nn1ii1iini1ii1inn1nni1ii1in −++−−+−−−+−

=   (4) 

 

with 
1in

f
+−

 efficiency function associated with decision process limited in phases 

n1,...,ii, +  for 1n1,i −=  and 
nn1

u)(uf =  and ff
n
= . 

A policy consists of a sequence of decisions (Trandafir, 2004). The optimal policy *s is 

the corresponding policy of the optimal decision *
x  that makes the optimal objective 

function. 
 

Economic Study 
To increase profits, a fish farm manager decided to make an investment of 10.000 euro 

in the following objectives: a pond for sport fishing (noted by O1), a pool for semi-intensive 
growth of trout (noted by O2) and a small guesthouse (noted by O3). 

The question that arises in that of optimal allocation of the amount invested so that the 
obtained profit to be maximum, considering the data in Table 1. 

Observation: The data from Table 1 have an illustrative role. 
 

Table 1. The profit percentage, provided by investments 

            Objectives 
 
Investment  

Pond for sport 
fishing 
 
 

Pool for semi-
intensive 
growth 
 
 

Small 
guesthouse 
 
 

0 0 0 0 

1 0,2 0,16 0,15 

2 0,23 0,19 0,20 

3 0,29 0,30 0,27 

4 0,35 0,32 0,39 

5 0,44 0,43 0,48 

6 0,50 0,53 0,51 

7 0,59 0,57 0,55 

8 0,73 0,78 0,80 

9 0,90 0,84 0,82 

10 0,95 1,10 0,9 

    Source: Made by the author 
 
Step 1: It is written the mathematical model of the problem. 
We note: 

  x
i
= Investment provided for objective Oi 

=)(xz
ii

Profit of investment   xi  
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=
i

s Investment in objectives i  

Objective function: 
 

)(xz)(xz)(xzmaxf
332211

++=         (5) 

 

The constraint is:   10xxx
321
=++       

 (6) 
 
Non-negativity conditions: 
 

   1,10i   0,x
i

= with   x
i
= integer numbers. 

 
Step 2: It is determined the set of possible states at time i, transfer functions and the 

set of feasible solutions. 
 

0s
0
= , {0}Ss

00
= , 10101

xs)x,(sτ +=       (7) 

  

1101
xxss =+= , ,10},5,6,7,8,9{0,1,2,3,4Ss

11
= , 

21212
xs)x,(sτ +=    (8) 

 

21212
xxxss +=+= , ,10},5,6,7,8,9{0,1,2,3,4Ss

22
= , 32323

xs)x,(sτ +=   (9) 

 

10s
3
= , {10}Ss

30
=         

 (10) 
 

,10},5,6,7,8,9{0,1,2,3,4)(sX 01 =        

 (11) 
 

}s,...,10s,1s{0)(sX 11112 −−−=        

 (12) 
 

}s{10)(sX 223 −=         

 (13) 
 
Step 3 : There are reestablished the efficiency functions and the objective functions of 

the subproblems obtained by dividing the original problem. 
 

)(xz)x,(su 11101
=         

 (14) 
  

)(xz)x,(su
22212

=         

 (15) 
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)(xz)x,(su
33323

=         

 (16) 
 

)(xz)(xz)(xz
~
f

332211
1 ++=        

 (17) 
 

)(xz)(xz
~
f

3322
2 +=         

 (18) 
 

)(xz
~
f

33
3 =          

 (19) 
 

Step 4: Since the problem is backwards decomposable with nmn)(m,F
i

+= , 2,3i = , it is 

determined the optimal solutions of the component subproblems. 
Let the recursive equations of backwards dynamic programming (Popescu et al., 1999) 

)}(sX/x
~
fmax{)(sg

1iii
1in

1i1in −
+−

−+−
=  with the notations presented above, which we use 

in the following cases: 
I.  Case 3n =  and 3i =  

)s(10z)}(sX)/x(xmax{z)}(sX/x
~
fmax{)(sg

2323333233321
−===   

 (20) 

This value was obtained for 
22

*

3
s10)(sx −=   

 
 II. Case 3n =  and 2i =  

=+== )}(sX)/x(xz)(xmax{z)}(sX/x
~
fmax{)(sg

1223322122212
 

 

)}(sX)/xxs(10z)(xmax{z

)}(sX)/xs(10z)(xmax{z

12221322

1222322

−−+=

−+=

     

 (21) 
 

Because 1s  covers the set {0,1,2,3,4,5,6,7,8,9,10} for )(sg
12

we obtain the values in Table 2. 

 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN ACCOUNTING, FINANCE AND 

MANAGEMENT SCIENCES  

 Vol. 3 , No. 1, 2013, E-ISSN: 2225-8329 © 2013 HRMARS 
 

357 
 

Table 2. Values obtained for )(sg
12

 

 
        Source: Made by the author 

 
The maximum values presented in Table 2 were calculated for: 

10,(0)x*

2
= 2,(1)x*

2
= 2,(2)x*

2
= 6,(3)x*

2
= 5,(4)x*

2
= 6,(5)x*

2
= 9,(6)x*

2
= 8,(7)x*

2
= 9,(8)x*

2
=

10,(9)x*

2
= 0(10)x*

2
=  

 
III. Case 3n =  and 1i =  

=+== )}(sX/x
~
f)(xmax{z)}(sX/x

~
fmax{)(sg

011211011303
 

)}(sX)/xx(sg)(xmax{z

)}(sX)/x(sg)(xmax{z

01110211

0111211

++=

+=

 

)}(sX)/x(xg)(xmax{z
0111211

+=       

 (22) 
 

For )(sg
03

are obtained the values in Table 3. 

 

Table 3. Values obtained for )(sg
03

 

 
                                     Source: Made by the author  
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The maximum of 1.16 was obtained for 1)(sxx *

0

*

1

*

1
== , with 0s*

0
=  

Analogically we obtain: 
 

2(1)x)x(sx)(sxx *

2

*

1

*

0

*

2

*

1

*

2

*

2
==+==  

 

7s10(3)x)x(sx)(sxx *

2

*

3

*

2

*

1

*

3

*

2

*

3

*

3
=−==+==  

 

 0,940,550,190,2(7)z(2)z(1)z)(xz)(xz)(xzmaxf
321332211

=++=++=++=  

 (23) 
 

Conclusions 
Thus, the optimal policy is (1,2,7). That is, the 10.000 euro will be invested as follows: 

1.000 euro for the sport fishing pond, 2.000 euro for the semi-intensive growth pool and 7.000 
euro for the small guesthouse. 
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