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Abstract 
Conventional statistical techniques for forecasting are constrained by the underlying 
seasonality, non-stationary and other factors. Increasingly over the past decade, Artificial 
intelligence (AI) methods including Artificial Neural network (ANN), Genetic Algorithm (GA), 
and Particle Swarm Optimization (PSO) etc. have been used successfully to perform 
predictions in financial markets and other areas. This study presents a hybrid inertia factor 
and constriction coefficient PSO-based methodology to deal with the Stock market index 
problem. We will demonstrate the superiority an applicability of the proposed approach by 
using Tehran Stock Exchange Index (TSEI) data and comparing the outcomes with other PSO 
methods such as: standard PSO, Inertia Factor PSO and Constriction Coefficient PSO. 
Experimental results clearly show that a hybrid PSO approach meaningfully outperforms all 
of the other PSO methods in terms of MAD, MSE, RMSE and MAPE Evaluation statistics also, 
the proposed approach can be considered as a suitable AI model for stock market index 
forecasting problem. 
Keywords: Stock Market Forecasting, Hybrid PSO (Hybrid Intelligence Model), Standard PSO, 
Inertia Factor PSO, Constriction Coefficient PSO 
 
Introduction 

Financial Forecasting or specifically Stock Market prediction has recently turned into 
one of the hottest fields of research due to its commercial applications owing to the high 
stakes and the attractive benefits that can be drawn from it. 

Forecasting the index in stock markets has been a major challenge for common 
investors, businesses, brokers and speculators. The technical investors assume that the future 
trends in the stock market index are based, at least in part, on present and past events and 
data. However, financial time-series are one of the ‘noisiest’ and most ‘non-stationary’ signals 
present and are  hence very difficult to forecast (Oh and Kim, 2002; Wang, 2003). 

Financial time-series have high volatility and the time-series changes with time. In 
addition, movements in stock market index are affected by many macro-economical factors 
such as political events, firms' policies, general economic conditions, investors' expectations, 
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institutional investors' choices, movement of other stock markets, psychology of investors 
etc. 

Hence, stock market prediction is regarded as a challenging task in financial time-series 
forecasting (George and Kimon, 2009).Using hybrid models or combining several models has 
become a common practice to improve forecasting accuracy and the literature on this topic 
has expanded dramatically over the past years. 

Genetic Algorithm (GA) was incorporated to train Feed Forward Neural Network 
parameters (FNN-GA) (Khan et al., 2008), optimum feature selection was applied to train the 
network parameters (Kim and Lee, 2004). Polynomial Neural Network based Genetic 
Algorithm (PNN-GA) was used to search between all possible input variables and to select the 
order of polynomial and Local Linear Wavelet Neural Network (LLWNN) optimized by 
Estimation of Distribution Algorithm (EDA) was proposed to train the network parameters 
(Chen et al., 2005). On the other hand, researchers proved that ensemble neural networks 
and their training  for the same task can produce more accurate results than using individual 
neural network (Chen et al., 2006). Thus Particle Swarm Optimization (PSO) was used in 
training neural networks and was applied successfully in time series forecasting (Chaouachi 
et al., 2009), moreover it was shown that it is better suited for real time series prediction 
applications than GA because it has fewer parameters to tune and will not follow the rule of 
the survival of the fittest (Sivanagaraju and Viswanatha, 2008). Based on this recognition, 
(PSO) algorithm was used to train the selective neural network ensemble(PSOSEN) (Zhang et 
al., 2007) and Flexible Neural Tree (FNT) with its structure and parameters optimized using 
(PSO)incorporated with (GA) were applied in both Nasdaq100 and S&P 500 indices (Chen et 
al., 2007). 

Emad et al (2005) presented a comparison among five recent evolutionary-based 
optimization algorithms: genetic algorithms, memetic algorithms, particle swarm, ant-colony 
systems, and shuffled frog leaping. The comparative results show the PSO method was 
generally found to outperform other algorithms in terms of success rate and solution quality 
(Emad et al., 2005). 

Also, some comparative research works for the real problems presented that the PSO 
based results have better performance than the based on GA (Gaing, 2004; Panda and Padhy, 
2007). 

Also Araujo (2010) presented the swarm-based translation-invariant morphological 
prediction (STMP) method to overcome the random walk dilemma for financial time series 
forecasting. The proposed STMP method is inspired by the Takens theorem and consists of a 
hybrid model composed of a MMNN (Araujo et al., 2006) combined with a PSO (Vandenbergh 
and Engelbrecht, 2004), which searches for the particular time lags capable of a fine-tuned 
characterization of the time series and estimates the initial (sub-optimal) parameters of the 
MMNN (weights, architecture and number of modules) (Araujo, 2010). 

According to what was previously discussed, the present research aims at combining 
Inertia Factor PSO with Constriction Coefficient PSO in an attempt to reduce forecast errors.  

 
Particle Swarm Optimizers 
Standard PSO of Kennedy and Eberhart 

PSO is a robust stochastic optimization technique based on the movement and 
intelligence of swarms. PSO applies the concept of social interaction to problem solving. It 
was developed in 1995 by James Kennedy (social-psychologist) and Russell Eberhart 
(electrical engineer) (Kennedy and Eberhart, 1995). It uses a number of agents (particles) that 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN ACCOUNTING, FINANCE AND 

MANAGEMENT SCIENCES  

 Vol. 4 , No. 3, 2014, E-ISSN: 2225-8329 © 2014 HRMARS 
 

199 
 

constitute a swarm moving around in the search space, looking for the best solution. Suppose 
that the i-th particle is flying over a hyper plane space, its position and velocity being denoted 
by xi⃗⃗⃗   and vi⃗⃗⃗  . 

The best previous position of the i-the particle is recorded and represented as pbest. 
The best previous position of the i-the particle is recorded and represented to serve as the 
index of the best particle among all the particles (N particle) using the symbol gbest. 
Consequently, the next flying velocity and position of the particle is updated at iteration k+1 
using the following heuristic equations: 

 
𝑣 𝑖

𝑘+1  =  𝑣 𝑖
𝑘  + 𝑐1𝑟𝑎𝑛𝑑1()  × (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥 𝑖

𝑘)  + 𝑐2𝑟𝑎𝑛𝑑2()  × (𝑔𝑏𝑒𝑠𝑡 − 𝑥 𝑖
𝑘)  (1) 

  
x⃗ i

k+1  =  x⃗ i
k + v⃗ i

k+1                   i = 1,2,3, … , NParticle (2) 
 
Where c1 and c2 are the cognitive and social learning rates, respectively. These two 

parameters control the relative importance of the memory (position) of the particle itself to 
the memory of the neighborhood, and are often both set to the same value to give each 
component equal weight. The variable rand1 () and rand2 () are two random functions that are 
uniformly distributed in the range [0,1]. As shown in Eq. (1), the two random values are 
generated independently, and the velocity of the particle is updated in relation to the 
variations on its current position, its previous best position, and the previous best position of 
its neighbors. After updating the velocity of the particle from Eq. (1), position is updates by 
adding the velocity vector to the current position to locate the next position. The stability and 
convergence of the algorithm have been analyzed theoretically by Clerc and Kennedy (Clerc 
and Kennedy, 2002), and using a dynamic system theory by Trelea (Trelea, 2003). 

Fig.1 shows flowchart depicting a Standard PSO algorithm and Fig.2 shows the cognitive 
component search space contribution for two dimensions problem. 
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Figure 1. Flow chart depicting the Standard PSO algorithm 

 

       
Figure 2. Cognitive component search space contribution for 2-D problem 
 
PSO via Inertia factor of Shi and Eberhart 

The original PSO of Kennedy and Eberhart are effective in determining optimal solutions 
in static environments, but it suffered from poor performance in locating a changing extreme. 
It was also necessary to impose a maximum value Vmax to avoid the particle exploded 
because there was no existing mechanism for controlling the velocity of a particle. In 1998a, 
Shi and Eberhart showed that PSO searches wide areas effectively, but tends to lack local 
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search precision (Shi and Eberhart, 1998a). They introduced a control parameter called the 
inertia weight, w, to damp the velocities over time, allowing the swarm to converge more 
accurately and efficiently (Shi and Eberhart, 1998b). The modified PSO for updating the 
velocity vector is reformulated as follows: 

 
𝑣 𝑖

𝑘+1  =  𝒘 𝑣 𝑖
𝑘  + 𝑐1𝑟𝑎𝑛𝑑1()  ×  (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥 𝑖

𝑘)  +  𝑐2𝑟𝑎𝑛𝑑2()  ×  (𝑔𝑏𝑒𝑠𝑡 − 𝑥 𝑖
𝑘)  (3) 

  
𝑥 𝑖

𝑘+1  =  𝑥 𝑖
𝑘 + 𝑣 𝑖

𝑘+1                   𝑖 = 1,2,3, … , 𝑁𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 (4) 
  

𝒘 = 𝑤𝑀𝑎𝑥 −
[(𝑤𝑀𝑎𝑥 − 𝑤𝑀𝑖𝑛) × 𝑖𝑡𝑒𝑟]

𝑀𝑎𝑥 𝑖𝑡𝑒𝑟
 

Where 
𝒘𝑴𝒂𝒙 = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡, 
𝒘𝑴𝒊𝒏 = 𝑓𝑖𝑛𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡, 
𝒊𝒕𝒆𝒓 = 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑛𝑢𝑚𝑏𝑒𝑟, 

𝑴𝒂𝒙 𝒊𝒕𝒆𝒓 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 

(5) 

 
Equation (3) represents a dynamically adapted formulation for velocity resulting in 

better fine tuning ability. 
Looking at Eq. (3) reveals that the large inertia weight facilitates a global exploration 

while the small value facilitates a local search. Consequently, a dynamically adjust able 
formulation for inertia weight should be suitable for achieving a balance between global and 
local exploration and thus fastening search results. By introducing a linearly decreasing inertia 
weight into the original version of PSO, the performance of PSO has been significantly 
improved through parameter study of inertia weight (Shi and Eberhart, 1998a; Naka et al., 
2001). Fig. 3 shows the concept of modification of a searching point by PSO via Inertia factor. 

 
Figure 3. Concept of modification of a searching point by PSO via Inertia factor (Chan and 
Kumar Tiwari, 2007) 

 
PSO via Constriction Coefficient of Clerc 

In 1999, Maurice Clerc proposed the use of a constriction coefficient (Factor), K that 
improves PSO’s ability to constrain and control velocities (Clerc, 1999) in the original PSO. 
Later, Eberhart and Shi found that K, combined with constraints on the maximum allowable 

𝒙𝒊
𝒌 

𝒑𝒃𝒆𝒔𝒕𝒊

𝒙𝒊
𝒌+𝟏 

𝒈𝒃𝒆𝒔𝒕 
𝑣 𝑖

𝑘+1 

𝑣 𝑖
𝑘 

𝒘 𝑣 𝑖
𝑘 

𝑐1𝑟𝑎𝑛𝑑1(𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥 𝑖
𝑘) 

𝑐2𝑟𝑎𝑛𝑑2(𝑔𝑏𝑒𝑠𝑡 − 𝑥 𝑖
𝑘) 
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velocity vector (VMax), significantly improved the PSO performance (Eberhart and Shi, 2000). 
Also, when using the PSO with constriction coefficient (Factor), the setting of (Xmax) on each 
dimension is the best approach. The constriction coefficient, K, implements a velocity control, 
effectively eliminating the tendency of some particles to spiral into ever increasing velocity 
oscillations. The formulation of K is expressed as follows: 

𝑲 =
2

|2 − 𝜑 − √𝜑2 − 4𝜑|
 (6) 

 

Where  = c1 + c2  and  >4, then the Kennedy and Eberhart’s original PSO for velocity 
updating become: 

 
𝑣 𝑖

𝑘+1  =  𝑲 [𝑣 𝑖
𝑘  + 𝑐1𝑟𝑎𝑛𝑑1()  ×  (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥 𝑖

𝑘)  +  𝑐2𝑟𝑎𝑛𝑑2()  ×  (𝑔𝑏𝑒𝑠𝑡 − 𝑥 𝑖
𝑘)] (7) 

 
Clearly, the constriction coefficient (Factor) K in Eq. (7) can be seen as a damping factor 

that controls the magnitude of the flying velocity of a particle. From the experiments in the 
literature, the Clerc’s PSO has a potential ability to avoid particles being trapped into local 
optima effectively while possessing a fast convergence capability and was shown to have 
superior performance than the standard and modified PSOs. As shown in Eq. (6), the value of 

, defined as the sum of the cognitive and social learning rates, highly affects the constriction 
coefficient (Factor) K, and is an important parameter for achieving a good PSO with high 

performance. In general, when Clerc’s constriction PSO is used, the common value for  is set 
to4.1 and the constriction coefficient (Factor) K is approximately 0.729. 

A hybrid of inertia factor PSO and constriction coefficient PSO 
In order to keep apart from local solutions, and to prevent noisy algorithm output, both 

Inertia factor and constriction coefficient are applied in PSO relations. 
For particle i in repeat cycle k of the algorithm the following relations are defined:  
 

𝑣 𝑖
𝑘+1  =  𝑲𝒊

𝒌 [𝒘 𝑣 𝑖
𝑘  + 𝑐1𝑟𝑎𝑛𝑑1()  ×  (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥 𝑖

𝑘)  + 𝑐2𝑟𝑎𝑛𝑑2()  × (𝑔𝑏𝑒𝑠𝑡 − 𝑥 𝑖
𝑘)] (8) 

 
In the above relation, w is calculated according to equation 5 and the amounts are 

reduced at every repeat cycle. As a result,wMin = 0.398 and wMax = 0.975 are calculated with 
trial and error.  

In the implemented algorithm constriction coefficient is reduced as the following 
relation: 

 
(9) 𝑲𝒊

𝒌+𝟏 = 𝑲𝒆 × 𝑲𝒊
𝒌                               𝒌 ≥ 𝟏  , 𝑲𝒆 < 1 

 
Proper amount of Ke coefficient is calculated with trial and error and Ke = 0.95 has been 

chosen. Furthermore, if c1 = c 2 = 2.1 the amount of Ki
1 = 0.642. 

 
Model Design and Implementation 

Daily data of Tehran stock exchange index from (2000-2013) has been used for 
designing and implementing the suggested model. Due to the importance of the issue, and in 
order to make an accurate forecast for the design and implementation of the model a forecast 
framework has been designed. This framework is demonstrated in figure (4). According to the 
framework, after data collection, these data are divided in two categories: train data and test 
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data. 80% of the data are used for training the model and the remaining 20% are used for 
testing the model.  

The, Mean Absolute Deviations(MAD), Mean Square Errors(MSE), Root Mean Square 
Errors(RMSE) and Mean Absolute Percentage Error (MAPE) are used to gauge the 
performance of the trained prediction model for the test data. The effort is to minimize the 
MAD, MSE, RMSE and MAPE for testing patterns in the quest for finding a better model for 
forecasting stock index movements. The MAD, MSE, RMSE and MAPE are given as: 

 

(10) 1-MAD=𝟏

𝒏
∑ |𝑿𝒕 − �̂�𝒕|

𝒏
𝒕=𝟏  

(11) 2-MSE=𝟏

𝒏
∑ (𝑿𝒕 − �̂�𝒕)

𝟐𝒏
𝒕=𝟏  

(12) 3-RMSE=√
𝟏

𝒏
∑ (𝑿𝒕 − �̂�𝒕)

𝟐𝒏
𝒕=𝟏  

(13) 4-MAPE=𝟏

𝒏
∑ |

𝑿𝒕−�̂�𝒕

𝑿𝒕
| (𝟏𝟎𝟎%)𝒏

𝒕=𝟏  

 
Model selection using AIC and BIC 

 
Figure 4. Flowchart designed to model predictions presented 
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The Akaike information criterion (AIC) is a measure of the goodness of fit of a statistical 
model. It was developed by Hirotsugu Akaike, under the name of "an information criterion" 
(AIC), and was first published by Akaike in 1974 (Hirotugu, 1974). It is grounded in the concept 
of information entropy, in effect offering a relative measure of the information lost when a 
given model is used to describe reality. It can be said to describe the tradeoff between bias 
and variance in model construction, or loosely speaking, that of the accuracy and complexity 
of the model. 

The AIC is not a test of the model in the sense of hypothesis testing; rather, it provides 
a means for comparison among models a tool for model selection. Given a data set, several 
candidate models may be ranked according to their AIC, with the model having the minimum 
AIC being the best. In the general case, the AIC is: 

𝐴𝐼𝐶 = 2𝑘 − 2ln(𝐿) (14) 

 
Where k is the number of parameters in the statistical model, and L is the maximized 

value of the likelihood function for the estimated model (Bozdogan, 2000). 
Also, the Bayesian information criterion (BIC) or Schwarz criterion (SBIC) is a criterion 

for model selection among a class of parametric models with different numbers of 
parameters. Choosing a model to optimize BIC is a form of regularization. The BIC was 
developed by Gideon E. Schwarz, who gave a Bayesian argument for adopting it. It is closely 
related to the Akaike information criterion (AIC). In fact, Akaike was so impressed with 
Schwarz's Bayesian formalism that he developed his own Bayesian formalism (Schwarz, 1978). 
The BIC is an asymptotic result derived under the assumptions that the data distribution is in 
the exponential family (Kass and Wasserman, 1995). The formula for the BIC is: 

 
𝐵𝐼𝐶 = 𝑛. ln (�̂�𝑒

2) + 𝑘. ln (𝑛) (15) 
 
Let: 

• x = the observed data; 

• n = the number of data points in x, the number of observations, or equivalently, the 
sample size; 

• k = the number of free parameters to be estimated. If the estimated model is a linear 
regression, k is the number of regressors, including the intercept; 

• �̂�𝑒
2is the error variance. 

The error variance in this case is defined as: 

�̂�𝑒
2 =

1

𝑛
∑(𝑥𝑖 − �̅�)2
𝑛

𝑖=1

 (16) 

 
 
 
 
 
 
 
 
 
 

http://en.wikipedia.org/wiki/Variance
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According to the above explanations, AIC and BIC Tests was performed and the results 
are shown in table 1.  

 
Table 1 
Lag estimation using AIC and BIC 

SBIC AIC p-value Df LR LL Lag 
19.5048 19.5028 - - - -29019.2 0 
10.5292 10.5252 0.000 1 26719 -15659.5 1 
10.338 10.3319 0.000 1 577.08 -15370.9 2 
10.3275 10.3194 0.000 1 39.224 -15351.3 3 
10.3294 10.3193 0.000 1 2.4139 -15350.1 4 
10.3238* 10.3117* 0.000 1 24.554* -15337.8 5 

 
Based on AIC and BIC Tests results, 5 lags are estimated for index time series.  
 

Forecasting using Particle Swarm Optimization 
Forecast was done using Standard PSO and Inertia factor PSO and Constriction 

coefficient PSO and Hybrid PSO and the target function is defined as below: 
 

(17) 𝑀𝑖𝑛 𝑓(𝑥) =
1

𝑛
∑|E𝐴𝑐𝑡𝑢𝑎𝑙 − E𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑|

𝑛

𝑖=1

/E𝐴𝑐𝑡𝑢𝑎𝑙  

 
In which, n is the total number of observations, Eactual is the actual amount and Eforecasted 

is the forecasted amount of index. As demonstrated by AIC and BIC Tests, each day’s index is 
related to the last five days. Thus, Eforecasted is calculated by using the following algorithm: 

 

(18) 𝑀𝑜𝑑𝑒𝑙: Eforecasted = α1Xt−1 + α2Xt−2 + α3Xt−3 + α4Xt−4 + α5Xt−5 + α6 

Therefore, PSO moves toward reducing the difference between forecasted and actual 
amounts. After analyzing various combinations of PSO parameters and adjusting them, 
eventually a proper system for the model was suggested which is depicted in table 2.  

 
Table 2 
PSO Parameters for Estimation of Coefficients 

Parameter Value 

Learning Parameters 
C1 2.1 

C2 2.1 

# of Particles 70 

# of Iterations 200 

# of Parameters 6 

#Lower Bound -5 

#Upper Bound 5 
𝒘𝑴𝒂𝒙 0.975 
𝒘𝑴𝒊𝒏 0.389 
𝑲𝒊

𝟏 0.642 
𝑲𝒆 0.95 
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According to the aforementioned Table 2, model parameters were estimated and these 

parameters are shown in table 3 respectively.   
 

Table 3 
Parameters estimated using PSO 

𝜶𝟓 𝜶𝟒 𝜶𝟑 𝜶𝟐 𝜶𝟏 Constant Coefficient 

0.555024 -1.55139 0.930147 -1.74161 2.825682 5 
Standard 
PSO 

0.545024 -1.55139 0.930147 -1.74161 2.825682 -8.9456 Inertia PSO 

0.585794 -1.6898 1.698763 -2.59383 2.994744 -9.564 
Constriction 
PSO 

0.66579 -0.68985 0.750568 -2.4028 2.67497 15 Hybrid PSO 
 
As shown in the above table3, forecasting was performed using estimated coefficients 

and suggested models. The following figures demonstrate both forecasted and actual 
amounts for all the models.   

 
Figure 5. Comparison of data test and Standard PSO forecasting Model 
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Figure 6. Comparison of data test and Inertia factor PSO forecasting model 

 
Figure 7. Comparison of data test and Constriction coefficient PSO forecasting model 

 
Figure 8. Comparison of data test and Hybrid PSO forecasting model 
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Comparison of Evolutionary PSO Models 
By using Standard PSO, Inertia PSO, Constriction PSO and Hybrid PSO and comparing 

forecast errors, the best model could be selected and used for further forecasts. Table 4 
shows the forecast models based on calculated errors.   
 
Table 4 
Forecast errors of all models for performance assessment 

 
 
Forecasting Models 

MAD MSE RMSE MAPE 

Standard PSO 208.9449 59016.13 242.9324 1.966316 

Inertia PSO 108.9302 24488.23 156.4872 1.010697 
Constriction PSO 90.88642 17712.5 133.0883 0.85229 
Hybrid PSO 64.24397 10970.44 104.7398 0.592004 

 
The calculated error of Hybrid PSO is lower than other PSO models and this shows the 

accuracy of this intelligent hybrid model. As shown in table 4, MAPE error for Hybrid PSO is 
0.592004 which in comparison to Standard PSO, Inertia PSO, and Constriction PSO is 
respectively 60.893%, 41.426% and 30.54% lower. Therefore, the suggested hybrid model is 
more accurate and has less errors compared to other PSO models and is used for further 
forecasts.  

 
Conclusions 

Since the performance of stock market is assessed by the total index of stock price, it 
has a significant influence on economic development. In the present research Standard PSO, 
Inertia factor PSO, Coefficient PSO, and Hybrid PSO models are used for forecasting the total 
index of Tehran stock market. AIC and BIC tests are implemented to calculate Lag. Research 
results showed that Hybrid PSO decreases forecast errors more than other PSO models do. 
Therefore, this intelligent model is very accurate in forecasting.  
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