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Abstract 
Stock forecasting is an important and interesting topic in time series forecasting. 

Accurate stock price is regard as a challenging task of the financial time forecasting process. 
However, there are three major drawbacks in stock market by traditional time-series model 
(1) some models can not be applied to the datasets that do not follow the statistical 
assumptions; and (2) most time-series models which use stock data with many noises 
involutedly (caused by changes in market conditions and environments) would reduce the 
forecasting performance; (3) Subjective selected technical indicators as input variable by 
personal experience would lead to lower forecasting accuracy. For solving above problems, 
this paper proposes a hybrid time-series support vector regression (SVR) model based on 
Empirical mode decomposition (EMD) and technical indicators feature selection to forecast 
stock price for Taiwan stock exchange capitalization weighted stock index (TAIEX). In 
verification, this paper employs nine year period of TAIEX stock index, from 1997 to 2005, as 
experimental datasets, and the root mean square error (RMSE) as evaluation criterion. The 
experimental results indicate that the proposed model is superior to the listing methods in 
terms of root mean squared error. 
Keywords: Support Vector Regression (SVR), Empirical Mode Decomposition (EMD), Feature 
Selection. 
 
Introduction 

If the forecasting method can accurately predict the changes in stock prices, it will bring 
great profits to investors. Therefore many scholars and stock analysts have devoted a lot of 
vigor to develop better forecasting models, and technical indicators are also widely used by 
stock investors in stock forecasting. However, most stock analysts use their own personal 
experience subjectively to choose technical indicators. Using the inappropriate selection of 
technical indicators to predict stock prices will reduce the accuracy of stock price forecasts. 

In recent years, many time series methods have been proposed and applied to the issue 
of financial forecasting (Bollerslev, 1986; Box and Jenkins, 1976; Engle, 1982; Huarng, 2001; 
Huarng and Yu, 2006; Song, and Chissom, 1993). Traditional time series methods needs to 
meet statistical assumptions, so not all methods can be applied to all data sets, especially 
some statistical methods that need to meet linear assumptions cannot be used in nonlinear 
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data set forecasting. In addition, most traditional time series methods use a single variable 
(yesterday's stock price) to predict today's stock price, but a single variable will contain a lot 
of interference from market environment or conditions, which will reduce the accuracy of the 
stock price forecasting. Empirical mode decomposition (EMD) (Huang et al., 1998) is a proper 
method to deal with nonlinear signal analysis (such as stock data) or other related fields 
(Huang et al., 1999, Vincent et al., 1999, Yu et al., 2005). The complex signal can be 
decomposed into several intrinsic mode functions (IMFs) by using the empirical mode 
decomposition method. The correlation between these intrinsic mode functions and the 
prediction data is higher. Applying IMFs to forecasting models can increase the accuracy of 
prediction. 

In recent years, artificial intelligence techniques have been used in prediction 
applications related to different fields (Chen et al., 2008, Chen and Chung, 2006; Huarng et 
al., 2007; Kim, 2003; Kim and Han, 2000; Kimoto et al., 1990; Nikolopoulos, and Fellrath 1994; 
Roh, 2007; Takagi and Sugeno, 1983; Thawornwong and Enke, 2004; Vapnik, 1995; Vincent et 
al., 1999; Song and Chissom, 1993). Support vector regression (SVR) is proposed by Huang et 
al. (2005). The goal of SVR is to find the optimal hyperplane in space and accurately predict 
the distribution of data. Previous studies have shown that SVR models have been successful 
in solving related prediction problems in many different research fields (Kim, 2003; Pai & Lin, 
2005). In addition, time series forecasting methods have been applied to forecasting business 
problems with remarkable achievement. Various time series methods have also been 
proposed, among which the autoregressive (AR) proposed by Box and Jenkins (1976) is one 
of the most popular and important methods. 

Based on the issues mentioned above, this study proposes a model based on the SVR 
algorithm, combining EMD, AR, and technical index feature selection, and uses EMD to 
decompose the input variables of the AR. Then proposed model takes the decomposed IMFs 
and the feature selection technical indicators as input variables and use the SVR forecasting 
method to forecast the stock trend. The processes of proposed model in this research are as 
follows: 
(1) Establish an AR model: use ordinary least squares estimator (OLS) to establish an AR 
model. 
(2) Use EMD to decompose the input variables of the AR model: Use the empirical modal 
decomposition method for the input variables of the AR model. For example, if the AR model 
of Taiwan stock after statistical test is AR(1), that is to select the last period of the stock. The 
stock price of the stock market can then use the empirical mode decomposition method to 
decompose the complex signal into several intrinsic mode functions, which are more relevant 
to the forecast data. 
(3) Feature selection of technical indicators: Use stepwise regression to select important 
technical indicators. 
(4) Establish a prediction model: Proposed model takes the decomposed IMFs and the 
selected technical indicators as input variables, and uses SVR to build a prediction model, and 
utilizes the training data to train the parameters of the SVR model to obtain the best 
prediction model. 
 
Related Works 

This section discusses related research, including the introduction of different stock 
forecasting methods, empirical mode decomposition methods and SVR methods, and 
stepwise regression methods. 
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Different Forecast Model in the Stock Market 
The stock market is a very exciting and challenging financial activity. The market 

environment changes dramatically every minute and every second. Gain or lose money can 
be determined at the click of a finger. In addition, many researchers have proposed many 
methods to apply to the problem of stock forecasting. Huarng et al (2007) used the stock 
index of NDSDAQ (the largest electronic stock market in the United States) and the stock index 
of Dow Jones (Dow Jones Industrial Average) to predict the Taiwan stock market. 

Time series models have been used to deal with economic forecasting problems, such as 
the forecasting of stock indicators. Various forecasting models have been proposed. Engle 
(1982) proposed the ARCH (Autoregressive Conditional Heteroscedasticity) model, which has 
been applied in analysis of many financial problems, in addition to methods such as GARCH 
(Bollerslev, 1986) have also been proposed. Box and Jenkins (1976) proposed the 
autoregressive moving average (ARMA) model, this method combines the process of moving 
average and the equation of linear difference to obtain the model of the autoregressive 
moving average. In the past few years, many researchers have applied data mining technology 
to financial analysis. Huarng and Yu (2006) applied back propagation neural network to 
establish fuzzy association rules on time series, and forecasted stock price by proposed 
model. Kinoto et al. (1990) used neural networks to develop a stock market forecasting 
system, and Nikolopoulos and Fellrath (1994) combined genetic algorithms and neural 
networks to develop a hybrid expert system capable of providing investment decision-making 
suggestions for investors. Kim and Han (2000) applied the concept of genetic algorithm to 
feature discretization and determine the weight of neural network to predict stocks and Roh 
(2007) integrate neural network and time series to predict volatility of stock price. 
Thawornwong and Enke (2004) proposed a redeveloped neural network model to predict 
stock returns, and Kim (2003) applied SVM (Support vector machine) to the prediction of stock 
indicators. 
 
Empirical Mode Decomposition 

The empirical mode decomposition method is proposed by Huang et al (1998), which is 
an adaptive time series decomposition technology. It uses the Hilbert-Huang transform (HHT) 
and can be used for nonlinear and non-stationary time series data. The source data is 
decomposed into several intrinsic mode functions (IMFs) through empirical mode 
decomposition (EMD). EMD mainly decomposes the time series into IMFs with inherent 
adaptability. Different data have different IMFs due to different time series. Decomposition 
process and the relevant steps of EMD are as follows: 

First, EMD finds the local maxima and minima of the original data, and connects the local 
maxima and minima with a cubic spline to obtain the upper envelope and lower envelope, 
and then averages the upper and lower envelopes to obtain the mean envelope. Calculation 
formula is as follows 

1() () ()/2mt Ut Lt= +                                         (1)  

EMD subtracts the mean 𝑚1from the raw data 𝑋(𝑡)to get the componentsℎ1(𝑡) 

 1 1() () ()h t Xt mt= −                                          (2) 

If generated ℎ1(𝑡) is symmetric, and all local maxima are positive and all local minima 
are negative, the result is IMF, otherwise it is not, and the above steps need to be repeated 
until the extracted signal is IMF , in this case ℎ1(𝑡) will be treated as original and repeated. 

11 1 11() () ()h t h t m t= +                                          (3)  
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If the function ℎ11(𝑡)still does not meet the requirements of the IMF, EMD repeats the 
above steps k times until the obtained function satisfies a certain acceptable tolerance. After 
the above steps, the IMF of the time series is obtained, and its value is 𝑐1 = ℎ1𝑘(𝑡). Then EMD 
subtracts the first IMF from the original data to get the difference 𝑟1. 

1 1() () ()r t Xt c t= +                                            (4)  

𝑟1 is a residual value, EMD takes the residual value 𝑟1(𝑡) as the original data, and then 
operates the above steps to obtain multiple IMF 𝑐1 . When the final residual value becomes a 
monotonic function, and the IMF cannot be analyzed any more, the decomposition process 
of the EMD is finished. The basis of EMD is decomposed from the original signal, so the 
method is intuitive, direct, a posteriori and adaptable. The above steps can be organized into 
the formula (5) (6). 

1

( ) ( )
n

i n
i

X t c t r
=

= +                                                 (5)  

1 1 1() () ()ir t c t r t− − =                                                 (6) 

 
Stepwise Regression 

Stepwise regression is a form of multilinear regression. It can add or remove variables 
based on the evaluation coefficient of the F test. Stepwise regression combines forward and 
backward processes. If the F value of the variable is greater than the predicted threshold 
value, the variable will be added. This variable will be removed if its F value is less than this 
threshold. 
 
Proposed Model 

This research constructs a hybrid SVR forecasting system based on the empirical mode 
decomposition method and technical index feature selection. The developed system and 
results will improve the investor's return on investment, and the generated forecasting 
criteria can provide references for stock market analysts. Research structure of this study is 
shown in Figure 1. 

The proposed model is based on the prediction model of SVR. SVR is a machine learning 
method and a nonlinear prediction model, it can deal with nonlinear data, which can 
overcome the limitations of statistical methods (data must obey certain mathematical 
distribution), which can overcome the limitations of statistical methods (data must obey 
certain mathematical distributions). Traditional time series methods usually use a single 
variable (yesterday's stock price) to predict today's stock price, however, yesterday's stock 
price contains a lot of interference from the market environment or conditions. Therefore, 
traditional models would get lower prediction accuracy. In order to improve the forecasting 
ability and overcome the drawback of traditional time series methods, proposed model uses 
the empirical mode decomposition method to decompose the past stock price into several 
IMFs, which are more related to the prediction data. Then proposed model combines AR 
model and technical indicator feature selection to improve the accuracy of prediction. 

This research uses stepwise regression to select important technical indicators as input 
features. The method of regression analysis is simple and fast, and it can be very objective to 
select important technical indicators, so as to avoid investors from using their own experience 
and opinions to select technical indicators. Subjective selection of technical indicators may 
select inappropriate technical indicators and thus affect the accuracy of stock forecasts. 
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The structure of this research is shown in Figure 1. First, this study collects experiment 
data, and then the AR model is established by the least squares method, and the input 
variables of the AR model after EMD decomposition are used to convert it into several IMFs. 
Then proposed model uses stepwise regression select important technical indicators, and 
utilizes the decomposed IMFs and the selected technical indicators as input variables of the 
prediction model. Finally this study uses SVR algorithm to predict stock price. The steps of 
proposed model are as follows: 
Step 1: Data collection 

This study collects annual stock market data, and the first 10 months (January to 
October) of each year's data will be used as training data, and the last two months (November, 
December) will be used as test data set. 

 
Step 2: Use ordinary least squares estimator (OLS) to build AR model 

The AR model is established by using the least squares regression estimation method. 
The purpose is to detect the correlation between the current stock index and the last period 
or the last two periods or the last three periods in the past. 
 
Step 3: Use EMD to decompose the input feature of the AR model 

Proposed model selects input variables generated by AR model in step 2, and uses the 
EMD to decompose the complex signal into several IMFs, which are related to the prediction 
data. 
   
Step 4: Use stepwise regression to select important technical indicators 

 First, this study collects technical indicators that may be related to stock forecasting 
through relevant literature, and then utilizes stepwise regression to perform feature 
selection. The selected technical indicators are more relevant to Taiwan stock price. 

 
Step 5: Train parameters of SVR prediction model  

   In this step, this study uses SVR and 𝜀 -insensitive loss function (𝜀 -SVR) to build a 
prediction model. The IMF decomposed in step 3 and the technical indicators selected in step 
4 will be regarded as SVR's input features. The input features would be used to predict the 
stock index of t+1 period. This study will set the radial basis function as the type of the kernel 
function. This study set 𝜀=0.001 as the tolerance that would be the stopping condition for 
training. 

 
Step 6:  Use the established prediction model to predict test dataset 

In step 5, the parameters of the SVR will be determined when the training stop condition 
is reached. The established training model will be used to predict test data set, and the stock 
index of period t+1 will be generated. 

 
Step 7: Calculate RMSE and compare with the listing models 

In this study, Root Mean Square Error (RMSE) is taken as evaluation criterion to compare 
the listing models. The process for calculating RMSE can be expressed by equation (7). 

 RMSE=√
∑ |𝑎𝑐𝑡𝑢𝑎𝑙(𝑡 + 1) − 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡(𝑡 + 1)|2𝑛
𝑡=1

𝑛⁄              (7)  

Where actual (t+1) denotes the real TAIEX value, forecast (t+1) denotes the predicting 
TAIEX value and n is the number of data. 
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Fig. 1. Flowchart of proposed procedure 
 
Experiments and Comparisons 

In this section, the actual data set will be collected, and an actual case will be used to 
demonstrate our proposed prediction model. The experimental results will be verified with 
the experimental results of other models to demonstrate the pros and cons of the predictive 
ability of our proposed prediction model.  
 
Practical Case Study 

This section will actually show the various steps of prediction model for predicting the 
Taiwan stock market index, such as data conversion, AR model establishment, EMD 
decomposition of AR model variables, use stepwise regression for feature selection, and 
training of the SVR prediction model. The content of each step is shown as follows: 
Step 1: Data collection 

This step collected stock data of Taiwan stocks for 9 years from 1997 to 2005, including 
4 daily basic variables (daily highest price, daily lowest price, opening price, closing price) to 
calculate technical indicators. The annual stock data is defined as a subset, the first 10 months 
of each subset (January to October) are training data, and the remaining two months 
(November-December) are used as test data. 

Data collection 

Train parameters of SVR prediction model 

Use EMD to decompose the input feature of the AR model 

Use the established prediction model to predict test dataset 

Use stepwise regression to select important technical 

indicators 

Use ordinary least squares estimator (OLS) to build AR model 

Calculate RMSE and compare with the listing models 
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Step 2: Use ordinary least squares estimator (OLS) to build AR model 
The research results of Chang et al. (2010) show that price patterns in the Taiwan stock 

exchange are short term. Therefore, the lag period from one to five are evaluated to 
determine which number of time lag is the most fitting for the experimental dataset. The least 
square method is utilized to build the model, and then five variables close_price(t-1), 
close_price(t-2),…,close_price(t-5), are selected to estimate and test their significance. If the 
p-value is less than the significance level given at 0.05, then reject the null hypothesis. Finally, 
the estimated TAIEX model is obtained, and the lag periods of TAIEX can be determined. 

To demonstrate the proposed model, a 1-year period of TAIEX (Year 1997) is employed 
as the experimental dataset for the prosed algorithm. This study uses E-Views software 
package to fit the AR model for different close price orders of TAIEX to be estimated and 
tested. In the statistical test, the p-values is set to less than the significance level 0.05(95% 
confidence interval); then the testing variable is significant. Fig. 2 shows that the p-
value=0.0000 of close-price (t-1) is less than the significance level of 0.05 among five variables. 
Therefore, the order of TAIEX is 1, and proposed model apply the AR (1) method to the 
proposed model for forecasting Taiwan stock. 

 
Fig. 2. Testing the lag period of TAIEX in 1997 
Step 3: Use EMD to decompose the input feature of the AR 

The input variables of the AR (1) model established in step 2 are decomposed into 6 IMFs 
and 1 residual by EMD. These 7 generated variables (IMFs) will be used as SVR input variables 
to predict the TAIEX stock index. 

 
Step 4: Use stepwise regression to select important technical indicators 

First, this study collects technical indicators that may be related to stock forecasting by 
referring relevant literature (Cheng et al., (2010)). Then this step chooses moving average 
(MA), stochastic %K (%K), stochastic %D (%D), relative strength index (RSI), psychology line 
(PSY), Williams' percent range (%R), and accumulative ratio (AR) as 7 selected technical 
indicators. Then this step sets the cumulative days as 5, and calculates technical indicators: 
MA-5, %K-5, %D-5, RSI-5, PSY-5, %R-5, and AR-5. Table 1 shows some basic quantity data of 
TAIEX, Table 2 shows some data converted from basic quantity data to technical indicators, 
and then uses stepwise regression to perform feature selection. Table 3 shows the 4 selected 
features by stepwise regression.  
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Table 1. The partial four fundamental quantities of TAIEX in 2000 year 

Date Opening price Highest price Lowest price Closing price 

 2000/01/04 8,644.91 8,803.61 8,642.50 8,756.55 

 2000/01/05 8,690.60 8,867.68 8,668.02 8,849.87 

 2000/01/06 8,876.59 9,023.99 8,863.91 8,922.03 …
 

…
 

…
 

…
 

…
 

 2000/10/27 5,991.83 6,003.38 5,805.17 5,805.17 

 2000/10/30 5,644.26 5,666.96 5,615.90 5,659.08 

 2000/10/31 5,530.80 5,626.03 5,502.67 5,544.18 

 
Table 2. The partial instances of technical indicators data 

Date MA-5(t) RSI-5(t) K-5(t) D-5(t) R-5(t) PSY-5(t) AR-5(t) 
TAIEX 
(t+1) 

 2000/01/04 8384.68 100 96.46 88.16 0 1 3.72 8,849.87 

 2000/01/05 8537.95 100 97.64 91.32 0 1 4.81 8,922.03 

 2000/01/06 8678.47 100 98.42 93.68 0 1 4.86 8,845.47 …
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

 2000/10/27 5874.07 65.98 66.88 67.65 63.76 0.6 1.30 5,659.08 

 2000/10/30 5869.70 48.45 44.58 59.96 100 0.4 1.46 5,544.18 

 2000/10/31 5794.81 17.98 29.72 49.88 100 0.2 1.13 5,425.02 

 
Table 3. The selected features by stepwise regression 

Method Selected features 

 Stepwise regression MA-5, RSI-5, %R-5, AR-5 

Step 5: Train parameters of SVR prediction model 
The IMFs generated in step 3 and the technical indicators selected in step 4 will be used 

as the input variables of SVR to predict the stock indicators of the t+1 period, and the training 
data will be used to train the SVR model, the kernel function is set as the radial basis function. 
This step set ε = 0.001 as the tolerance value for the training stop condition. 
Step 6: Use the established prediction model to predict test dataset 

When the stopping condition of the fifth step is reached, the training model of SVR is 
established, and then this step uses this trained model to predict the TAIEX (t+1) index of the 
test set data. 

 
Step 7: Calculate RMSE and compare with the listing models 

This step calculates the prediction error of the test data set by using formula (7), and 
uses RMSE as the evaluation criterion to compare with the listing models. 
 
Model Validation 

In order to verify the effectiveness of our proposed forecasting method, from 1997 to 
2005, the 9-year TAIEX stock index was selected as the experimental data, each year was a 
subset, and the first 10 months of each subset were Training data, the last two months are 
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test data. In addition, this study compares the forecasting performance of the proposed 
method with other time series forecasting methods, Chen's method (Chen, 1996), Yu's 
method (Yu, 2005), AR(1) (Engle, 1982) and SVR (Vapnik, 1995). 

In addition, in order to compare the performance generated by stepwise regression 
feature selection, this study compares the proposed method (4 selected technical indicators) 
with the model of AR(1)+EMD+7 technical indicators+SVR (without stepwise regression 
analysis for feature selection) for experimental verification to understand the utility of 
stepwise regression feature selection. The experimental results are shown in Table 4. From 
the experimental results, it can be seen that the method proposed in this study is superior to 
the other prediction methods listed. In addition, the proposed method (The experimental 
results of using stepwise regression for feature selection) and not using stepwise regression 
for feature selection, the results show that except for the experimental results in 2000, the 
experimental results of other years show that the prediction method using stepwise 
regression for feature selection is better than that without stepwise regression for feature 
selection. 

 
Table 4. RMSE experimental results by using different prediction methods in the test dataset 

 Forecasting model Year 

1997 1998 1999 2000 2001 2002 2003 2004 2005 

Chen’model  154 134 120 176 140 101 74 83 66 

Yu’model  165 164 145 191 167 75 66 79 69 

AR(1) 141* 114 102 130 115 66 54 55 54 

SVR 179 126 113 136 114 66 59 53 55 

AR(1) + EMD + 7 technical indicators + SVR 
(without using stepwise regression for 
feature selection, 7 technical indicators) 

153 84 70 89* 59 49 37 34 33 

Proposed model (using stepwise 
regression for feature selection, 4 
technical indicators) 

141* 80* 69* 96 57* 48* 35* 30* 31* 

* Indicate the prediction model with the best forecasting performance among the 6 models 
     

In addition, this study uses nonparametric statistical method, Friedman test (Friedman, 
1937) to further verify whether the proposed prediction method is significantly better than 
other prediction methods. This study uses the data set in Table 4 to test the null hypothesis 
𝐻0: The prediction performance is the same, and the results show that (p=0.000) The results 
reject 𝐻0, which means that the prediction ability of different prediction methods is 
significantly different (as shown in Table 5).  Table 6 shows mean rank values generated by 
Friedman test and the mean rank of the proposed prediction model is 1.17, and the result is 
superior to other prediction models. Based on the test results obtained in Tables 5 and 6, the 
result show that proposed model significantly outperform listing model. 
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Table 5. Result of Friedman test 

parameter  

n 9 
Chi-Square 39.425 
df 5 
Asymp. Sig. .000 

Note: n is the number of data points; df represents degrees of freedom 
 
Table 6 . Mean rank generated by Friedman test 

 Models Mean Rank 

Chen 5.22 
Yu  5.56 
AR(1) 3.11 
SVR  3.94 
ANFIS 2.00 
Proposed model  1.17 

 Note: Smaller mean rank indicates higher predictive performance 

Discussion  
In this section, the fluctuation situation of the experimental data is drawn, and further 

related discussions are made. The experimental data is collected from the data set of TAIEX 
from 1997 to 2005. In this study, the data set of these 9 years is drawn in Figure 3-11. 

 
Fig. 3. The actual stock index for TAIEX in 1997 
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Fig. 4. The actual stock index for TAIEX in 1998 

 

 
Fig. 5. The actual stock index for TAIEX in 1999 

 
Fig. 6. The actual stock index for TAIEX in 2000 
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Fig. 7. The actual stock index for TAIEX in 2001 

 

 
Fig. 8. The actual stock index for TAIEX in 2002 

 
Fig. 9. The actual stock index for TAIEX in 2003 
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Fig. 10. The actual stock index for TAIEX in 2004 

 

 
Fig. 11. The actual stock index for TAIEX in 2005 

 
Based on the experimental results and the fluctuation of the TAIEX data set in the past 9 

years, we have the following key points of discussion, which are explained as follows: 
(1) The method proposed in this study can accurately predict whether the market trend 
is downward or upward: 

The results from Figure 3-11 show that the years for the bear market (November to 
December of the data set) are 1998, 2000, 2002, and 2003, and the years for the bull 
market are 2001, 2004, 2005, Through the evaluation of prediction performance (Table 
4), it can be shown that the method proposed in this study can predict the volatility 
pattern of stocks regardless of whether the market trend is bullish or bearish, and obtain 
a high prediction accuracy. 

(2) Proposed model performs well when the stock trend is clearly uptrend: 
The results from Figure 7 (TAIEX in 2001) that its fluctuation is an obvious upward 

trend. From Table 4, it can be seen that the prediction performance (RMSE = 57) 
proposed in this study is significantly better than other methods (Chen's method (RMSE 
= 140), Yu's method (RMSE = 167), AR(1) (RMSE = 115), SVR (RMSE = 114)), and from 
Figure 11 (TAIEX in 2005), it can be seen that the fluctuation is an obvious upward trend. 
The predictive power (RMSE = 31) is significantly better than other methods (Chen's 
method (RMSE = 66), Yu's method (RMSE = 69), AR(1) (RMSE = 54), SVR (RMSE = 55)). 
Therefore, the prediction effect of the forecasting model proposed in this study is 
particularly significant when the stock index shows an obvious upward trend. 
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(3) Proposed model performs well when the stock trend is clearly down: 
From Figure 6 (TAIEX in 2000), it can be seen that its fluctuation is a clear downward 

trend. From Table 4, it can be seen that the prediction performance (RMSE = 96) 
proposed in this study is significantly better than other methods (Chen's method (RMSE 
= 176), Yu's method (RMSE = 191), AR(1) (RMSE = 130), SVR (RMSE = 136)) Therefore, 
when the stock index shows a significant downward trend, the forecasting model 
proposed in this study can produce a significant forecasting effect. 

 
Conclusions 

The financial tools of the general public in Taiwan include funds, foreign exchange, 
bonds, stocks, futures, and options. Among them, futures and options are highly leveraged 
investment methods. The general public invests less, and among other investment tools, 
stocks are the most. If the stock fluctuations can be accurately predicted, the forecast results 
will bring great profits to investors. Therefore, stock analysts will look for good forecasting 
models. However, traditional time series methods in the past were established based on 
statistical assumptions, so the data set must meet certain statistical assumptions, such as 
ARMA, which can only be used in linear and steady-state data sets. However, most of the data 
types of stocks are nonlinear. Non-stationary data sets, so there will be limitations in 
application, and most stock data sets will contain disturbances caused by market changes or 
environmental fluctuations. If the stock index is used directly for prediction, the accuracy of 
the prediction will be reduced. Technical indicators are often used by ordinary investors to 
invest in stocks, but there are too many types of stock indicators. Investors will subjectively 
choose technical indicators to make investment decisions according to their own preferences. 
However, choosing inappropriate stock indicators will lead to wrong investment strategies. 

Based on the problems raised above, this study establishes a new hybrid stock indicator 
forecasting method, which combines the traditional time series model AR and uses the EMD 
method to decompose stock indicators into several IMFs and residuals related to decision 
attributes, and The method of attribute screening is used to select technical indicators related 
to decision attributes. The proposed method is also compared with other methods, Chen's 
method (Chen, 1996), Yu's method (Yu, 2005), AR(1) (Engle, 1982) and SVR (Vapnik, 1995), as 
shown by the experimental results (Table 4), the prediction model proposed in this study is 
superior to the other listed prediction methods, and the results generated by further 
statistical tests (Table 5-6) show that, The proposed method is significantly better than the 
other methods listed. The method proposed in this study can effectively select useful 
technical indicators for prediction of technical indicators objectively. It is of substantial help 
in stock investment decision-making.  

 
To summarize, the motivations of this study are that traditional time series models have 

three major drawbacks in stock price forecasting including: (1) some models can not be 
applied to the datasets that do not follow the statistical assumptions; and (2) most time-series 
models which use stock data with many noises involutedly would reduce the forecasting 
performance; (3) subjective selected technical indicators as input variable by personal 
experience would lead to lower forecasting accuracy. The contributions of this study are that 
the proposed forecasting method has excellent forecasting performance and can accurately 
predict the fluctuation of stocks. It is a useful investment decision-making tool for stock 
analysts. 
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