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Abstract  
Hand gestures are one of the mediums that many people use to communicate with each 
other. The use of gesture recognition applications has become increasingly popular in recent 
years especially in computer vision areas. Typically, gestures can easily be recognized from a 
single image frame (i.e. alphabet from sign language), however the ability to recognize 
complex gestures with subtle differences between movement requires more works and larger 
datasets. In this work, we introduce a simple gesture recognition system that translates 5 
different hand gestures, namely “doing other things”, “swiping down”, “swiping left”, 
“zooming out with two fingers” and “drumming fingers”. We used datasets obtained from 
Jester dataset. The inputs were processed in ‘RGB’ format during the pre-processing phase 
and a spatiotemporal filter were used as a feature extraction method, which were also the 
main building block in this system. Next, we trained the features using 3D Convolution Neural 
Network (3D-CNN). Further, we used real-time video to test the developed recognition 
system with 5 different actors. Findings show that the developed model can translate hand 
gestures with accuracy of 85.70% and 0.4% losses.  
Keywords:  Gesture Recognition, 3D Convolutional Neural Network, Hand Gesture, Translate 
 
Introduction  
The growing number of individuals suffer from the inability to speak due to biological and/or 
physical disabilities that encourage them to choose to use sign language in order to 
communicate with others. Most normal people find difficulties in learning sign language to 
communicate with the disable people. Gesture recognition system is ongoing research in 
computer vision. The gesture recognition system can be used to increase human to human 
interaction because hand gestures have become the same part of communication as language 
and expression.   

Besides encouraging sign language and its automatic processing, hand recognition 
system has a wide range of usage scope in various industries. It has the potential to be used 
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to control devices in human interfaces and applications in sectors such as automation, home 
automation, public transit and etc.  

Over the years, gesture recognition has been used to develop various technologies. 
General recognition  (Haba et al., 2018), sign language usages  (Bhaskaran, 2017), and usage 
in gaming and gaming features  (Wilk et al., 2018), have been proposed and carried out 
through the use of wearable sensor devices. These devices combine several precise and 
efficient built-in sensors detecting various types of formations, speed, hand positioning, etc. 
The disadvantage of using these approaches are that there is a need for devices that have 
these sensors incorporated into them, as well as the capital requirements to buy these 
sensors and capable of integration between sensors and devices. The computer vision 
approach removes the requirement for such devices (besides the use of a camera) but needs 
large amounts of data to be able to accurately and efficiently train systems that can generalize 
to scenarios that it has not seen before. There is a lot of work involving complex hand 
segmentations  (Sharp, et al., 2015; Raheja et al., 2017) or joint segmentation  (Tkach et al., 
2016;  Smedt et al., 2017; Zhi, 2018).   

One of the earliest works in this particular field was carried out by A. Utsumi, T. 
Miyasato, and F. Kishino, published in 1995, where they utilized multiple cameras to create a 
hand pose recognition system using skeleton hands  (Utsumi et al., 1995). A renowned work 
that appeared and became recognized and acknowledged in most papers up to this day is the 
use of curvature scale space in a hand pose recognition system  (Chang et al., 2002), which 
became the start of the use and idea of spatial features. Their work achieved about 98.3% 
recognition rate to identify 6 different hand poses. In subsequent years, more people 
explored the idea of hand recognition on various features. An approach of using a new feature 
type and HMM gave recognition rate of 96% was proposed by Bao et al., published in 2009  
(Bao et al., 2009), while the used of Motion History Histograms was proposed in  (Meng et al., 
2009). The usage of optical flow and motion vector in moving object tracking was proposed 
in (Kale et al., 2015), which claimed to have accurate and robust results over different types 
of real-time and standard inputs.   

Sepehri et al. used gesture recognition in a virtual environment. They recommend 
hand usage as an interface device for controlling and drawing (Sepehri, Yacoob, & Larry, 
2006). A novel interactive method of virtual reality systems was proposed by Zhao et al., 
which achieved a recognition rate of 96% (Zhao et al., 2009), 

Further, there are studies that have yielded satisfactory results and mostly involve the 
use of expensive and high-quality technologies. For example, Smedt et al  (Smedt et al., 2017) 
used Intel RealSense short-range depth camera, and wielded good recognition rates. 
Microsoft Kinect sensor was used in Ravi et al, (Ravi, et al., 2019).   

There are also studies that propose sign language recognition based on spoken 
language.  Mahmood et al.  (Mahmood et al., 2018) proposed a hand gestures recognition 
system for Kurdish Sign Language using two lines of features. Ahuja et al (Ahuja, et al., 2019) 
and Pardasani et al. (Pardasani et al., 2018) presented their sign language recognition studies 
for American Sign Language.  

In this work, we have proposed a system of hand gesture recognition with usage of 
only one camera that making the system cost-efficient. We used large datasets that 
encompasses gestures videos as opposed to the static images used in the proposed sign 
language recognition.  We also used features, such as spatio-temporal filters and mean pixel 
value functions, that do not require complex alterations and dataset processing. 3D 
convolutional neural network was used to train, test, and validate the features.      
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Methodology 
This section discusses the method used in this research. It is divided into four main stages, 
which are data acquisition, pre-processing, feature extraction, and finally recognition and 
classification. 
 
A. Data Acquisition 
In this work, we used the Jester Dataset (Materzynska et al., 2019) - a large-scale gesture 
recognition real-world video dataset – obtained from 20BN. It comprises of 148,092 short 
clips of videos. The videos show people conducting gestures in front of the camera containing 
set of 27 gestures that was recorded by 1,376 actors.  In this study, we only focused on 5 
actions to reduce the load during training. Fig. 1 shows the list of classes used in this work. 
The datasets were divided into train, validation, and test sets with a ratio of 8:1:1. Split 
datasets were created to ensure that video occurrences in training and fractional tests from 
the same actors involved in Jester's datasets did not occur. The total number of videos for 
each class used in this work from the Jester dataset is also depicted in Fig. 1. Meanwhile, the 
testing datasets used were real-time videos with 5 actors performing the hand gestures. The 
videos were taken at frontal view using 32 Mega pixel digital camera. In this study, 5 students 
were selected as actors to perform the hand gestures in the real-time video.  User 1, User 3 
and User 5 were male actors aged between 20 – 23 years old and User 2 and User 4 were 
female actors aged between 20 – 23 years old as well. 
 

 
Fig.1: Overview of Gesture Classes Taken from Jester Dataset 

 
B. Pre-processing 
The pre-processing procedure involved having to transform the data into a form that could 
be more effectively and effortlessly processed, which the model can benefit from. The aim 
was to suppress unwanted distortions and/or enhance some important image features. We 
converted the video into frames and processed them in ‘RGB’ format as opposed to Greyscale 
images. This was mainly due to the fact that the multiple videos and images in the dataset 
were from various people who took the videos in various environments (i.e. difference in skin 
colour, darker and/or lighter backgrounds, etc.). This presented the solution to get detailed 
information as to the nuances of the movements that were being made by the actors. The 
images were then cropped to standardize the images size throughout the dataset. 
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C. Feature Extraction  
Feature extractions for image processing were divided into two stages; temporal feature 
extraction and spatial feature extraction. The main building block for this network, as 
previously described in (Tran et al., 2015) used spatio-temporal filters. A natural 
representation of spatio-temporal data was provided by these operations. Other than that, a 
mean pixel value technique on the ‘RGB’ channels were applied to the ‘RGB’ images. This 
allows the input images to be smoother and makes the identifying of gestures more efficient 
for the model. 
 
D.  Recognition and Classification  
In this work, we proposed a 3D convolutional neural network (3D-CNN) to be used as the 
baseline model as proven to be efficient and fast in recognition (Li et al., 2015). In the 
following, a 3D convolutional layer refers to a convolutional block, which was followed by ELU 
non-linearity and batch normalization layer. The model consists of four 3D convolutional 
blocks and a max-pooling layer. A spatial max-pooling layer was then applied in the end. Then, 
the output of the last layer was then passed through a fully connected layer, an ELU activation 
factor layer, and finally another fully connected layer. The 3D-CNN architecture used in this 
study is shown in Fig. 2. 

 
Fig.2: 3D-CNN Architecture Used in This Study 

 
Our model was trained using SGD with a learning rate of 0.001. Top-k function used 

to determine the accuracy of models and the results of the top 1 accuracy were recorded.  
The network architecture of the system can be seen in Table I. Note that all layers used filter 
size of (3,3,3). 
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Table I 
Network Architecture Model the Proposed 3D-CNN Model 

Layer  Layer type  Hyperparameters  

1  conv3D 64 

2  max pool (1, 2, 2) 

3  conv3D 128 

4  max pool (2, 2, 2) 

5  conv3D 256 

6  max pool (2, 2, 2) 

7  conv3D 256 

8  max pool (2, 2, 2) 

9  fully connected 12800 

10  ELU 512 

11  fully connected 512 

 
Results and Discussion  
This section presents the results obtained in this study. The training for each model used 
1,500 videos per class. Top-k function was applied to determine the accuracy of the model; if 
the predictions were in the first (top-1) of predictions or amongst the first five (top-5) of the 
predictions being made by the model. The highest accuracy for the top-1 prediction was 
recorded. Fig. 3 shows the accuracy of the developed CNN model during training stages. Based 
on Fig. 3, we can see that the developed CNN network can achieve more than 80% accuracy. 
Therefore, the model was kept for testing and validation stage. 
 

 
Fig.4: Initial prototype setup 

 
 Next, this study tested and validated the developed system with the real-time videos. 
The actors performed hand gestures in front of a camera that attached to the computer, and 
the system will inform the type of hand gestures that the actors have performed. Actors were 
allowed to try each gesture 5 times until the system correctly detects gestures, before 
switching to the next gesture. Scores were given based on the number of times the user had 
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to try the gesture before the system could detect the gesture being performed (Score 1 means 
has tried only once, 1/2 has tried twice, 1/3 after trying three times, etc.). Table II depicts the 
scoring used in this study.  
 
Table Ii 
Scoring System Used in Real-Time Testing 

Number of Tries Score 

1 1 

2 1/2 

3 1/3 

4 1/4 

5 1/5 

 
 The results of the experiment are tabulated in Table III. Based on Table III, the hand 
gesture “Doing Other Things” is the highest recognition rate among other hand gestures by 
100%, followed by “Zooming Out with Two Fingers” with 90% and “Swiping Down” with 80%. 
The system can only recognize the hand gesture "Zooming Out with Two Fingers" by 40%, the 
lowest rate of recognition among 5 hand gestures tested. 
 
Table III 
Network Architecture Model for the Proposed 3D-CNN Model 

User/ Gesture Doing Other 
Things 

Swiping Down Swiping Left Zooming Out 
with Two 
Fingers 

1  1  1/2 1  1/2 

2  1  1  1  1/3  

3  1  1/2 1/2 1/3  

4  1  1  1  1/2 

5  1  1  1  1/3  

Total (%)  100  80  90  40  

Fig. 4 shows the Loss Plot of the developed 3D-CNN system to validate the findings. 
The results show that there are descending values for both training and validation losses, with 
validation loss having a gap with the training one, and both stabilized. This proved that the 
developed CNN model is good and suitable to use  (Stack Exchange, 2019) 
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Fig.5: Loss Plot of the Developed 3D-CNN Model 

  
Further, Table IV shows the overall performance of the developed 3D-CNN system to 

translate real-time videos that consist of 5 types hand gestures based on offline datasets. 
From the table, the system can provide accuracy with 85.70% and a minimal loss of 0.40%. 
 
Table IV 
Overall Performance of the Developed System 

Accuracy (%) Loss (%) 

85.70 0.40 

 
Conclusion  
In conclusion, the 3D-CNN system has been successfully developed to detect and recognize 5 
types of hand gestures. The training datasets were obtained from Jetset Dataset and the 
testing datasets were real-time video. The system was developed by processing all the images 
into ‘RGB’ images and extracting spatio-temporal features from the 3D convolution of the 
images. These two methods allow us to retain most of the information and data from various 
compilation images (video). The system was successfully analyzed by the 3D-CNN model, 
where the accuracy during training using offline datasets and testing in real-time were 
recorded, as well as the loss of the system. Findings show that the developed 3D-CNN system 
successfully translated the real-time hand gestures with a recognition rate of 85.70% and 
0.4% loss. For future studies, the extracted features will be trained and compared with other 
recognition tools such as Artificial Neural Network and Support Vector Machine. 
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