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Abstract

The sudden shift to online learning caused by the COVID-19 pandemic has had a significant impact on students' mental health. Therefore, this paper presents a research project that utilized machine learning techniques to classify students' mental health during the COVID-19 pandemic and developed a web-based interactive dashboard for interactive data visualization. The project used Python as the programming language and adopted various machine learning models such as Support Vector Machine, Decision Tree, and Random Forest. The findings of the research reveal that the Support Vector Machine algorithm is the best algorithm in the mental health classification model, with an accuracy above 90%, as measured by a confusion matrix. The application of web-based interactive dashboard for data visualization assists educational institutions in identifying and supporting struggling students while developing effective mental health support strategies beyond the pandemic. While the project has limitations, including the inability to determine the root causes of mental health issues due to insufficient variables, it presents the immense potential of machine learning tools in addressing and mitigating mental health challenges during crises like the COVID-19 pandemic. Machine learning-based predictions can serve as valuable tools for mental health professionals in their decision-making processes, and interventions for students who may be at higher risk or in need of immediate support.
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Introduction

The ability of an individual to recognize their capabilities and manage everyday life's stresses is known as mental health (Bratman et al., 2019). It comprises intellectual, behavioral, and emotional factors that influence a person's thoughts, actions, and feelings.
Nevertheless, the global mental health has been considerably affected by the COVID-19 pandemic outbreak. Governments in most countries have imposed Movement Control Orders to reduce the spread of the virus, resulting in the closure of institutions and restrictions on social activities. The shift from face-to-face to online learning in schools and universities has been one of the responses to the pandemic. While this approach offers various perspectives, several students struggle to maintain motivation and concentration due to distractions in their surroundings, inadequate equipment, unstable internet connectivity, and uncertainty about the pandemic. These challenges have caused mild to severe psychological distress among many students, including anxiety, frustration, and boredom, which can have dramatic effects on physical and mental health (Chrikov et al., 2020; Wang et al., 2020).

When students engage in online learning, the absence of social interaction can impede their capacity to articulate ideas, evaluate their comprehension, and detect lapses in their reasoning, causing stress and potentially leading to untreated mental health issues (Mheidly et al., 2020). Consequently, it is vital to address these concerns and provide adequate medical intervention to those in need.

In response to the growing prevalence of mental health disorders and the necessity for appropriate medical intervention, machine learning has emerged as a potential solution in the field of mental health research. Machine learning, which is also referred to as artificial intelligence (AI), involves utilizing statistical methods to draw conclusions from existing data. It entails developing a function that can be generalized to novel data. Machine learning uses algorithms and analytical models in computer systems to perform a specific task using input data, without explicit programming. As a subset of AI, machine learning can recognize and comprehend meaningful patterns in data to create algorithms that can enhance learning performance over time, providing accurate, reliable, and efficient outcomes for various problems (Padala et al., 2019). Machine learning has evolved into a fundamental component of AI, utilized in problem-solving and identifying patterns, and is implemented in almost every domain of science and technology, including healthcare (Avula & Asha, 2018; Zoabi et al., 2021), where it has shown promising results in improving mental health research.

This paper discusses the implementation of a machine learning model inspired by a study from Shatte et al. (2019), which can predict and classify students' mental health status during the COVID-19 pandemic. The study also proposes the development of a web-based dashboard that presents interactive visualizations of the mental health data collected from the students. The primary objective of this study is to categorize individuals into two groups: those who are experiencing mental health issues and those who are not. The findings of this research can aid in developing effective mental health support strategies for students during and beyond the pandemic.

The study's results have practical implications for mental health research, including the development of more precise and efficient tools for mental health assessment and support. By using machine learning to identify students experiencing mental health issues, appropriate medical intervention and counseling services can be delivered promptly. Educational institutions can leverage the predictive models to identify students at risk, provide timely support, and develop comprehensive mental health strategies during times of crisis. Additionally, the web-based dashboard developed in this study can help improve accessibility to mental health information as a supportive technology in promoting students' well-being and ensuring effective mental health care.
Literature Review

Machine learning is a powerful tool that has proven useful in solving real-world problems across various domains. It involves training computer algorithms to learn from data and make predictions without being explicitly programmed. With the advent of big data and advance progressions in computing power, machine learning has become increasingly prevalent in recent years for many areas.

In healthcare, machine learning has the potential to revolutionize the approach to patient care and treatment. Specifically, in mental health, machine learning has shown great promise in identifying patterns and predicting outcomes based on patient data. With the help of machine learning algorithms, mental health professionals can better understand the underlying factors contributing to various mental health conditions and develop more effective treatment plans.

There are several state-of-the-art research studies on mental health that utilize machine learning techniques. For example, researchers have used machine learning algorithms to predict depression Gao et al. (2018), anxiety Priya et al. (2020), and suicidal ideation from social media data (Ji et al., 2020). Other studies have focused on predicting mental health outcomes based on physiological data, such as heart rate (Panicker & Gayathri, 2019) and brain activity (Rashid & Calhoun, 2020). Machine learning has also been used to develop chatbots and virtual assistants that can provide mental health support and counseling services (Abd-Alrazaq et al., 2019). Overall, machine learning has enormous potential in the field of mental health research and treatment. With its ability to identify patterns and make accurate predictions, machine learning can provide valuable insights into various mental health conditions and inform the development of effective treatment strategies.

On the other hand, data visualization is the process of presenting data in a graphical or pictorial format to help understand complex information. It is an effective way to identify patterns and trends that may not be immediately apparent in raw data. Interactive data visualization takes this a step further by allowing users to interact with the data in real-time and explore it from multiple perspectives (Sarikaya et al., 2018). This allows for more efficient and effective decision-making, as well as better communication of complex information (Padilla et al., 2018).

In mental health, interactive data visualization can be a powerful tool for understanding patterns and trends in patient data. By presenting data in a visual format that is easy to understand, mental health professionals can quickly identify areas that require attention and develop more effective treatment plans (Vellido, 2020). Interactive data visualization also allows for real-time monitoring of patient progress, which can be especially useful in cases where frequent check-ins are required.

Data visualization plays a critical role in machine learning as it helps to identify patterns and trends within large datasets (Burkart & Huber, 2021). Machine learning models often require vast amounts of data to learn and make accurate predictions. Data visualization techniques allow researchers and data scientists to explore and understand complex datasets, which in turn can help them to improve the performance of their machine learning models.

Methodology

The study employs the Machine Learning Lifecycle with the Agile Model, as shown in Figure 1. The cycle consists of eight phases, which are discussed in detail below.
The first two stages of the Machine Learning Lifecycle involve data preparation and wrangling, which includes data cleaning and formatting. For this project, a secondary dataset of COVID-19 Survey Student Responses uploaded into Kaggle.com was used, which was collected through a cross-sectional survey of 1182 students from different educational institutions in Delhi National Capital Region. The data cleaning process involved removing missing values, duplicate data, invalid data, and noise to ensure data quality. The cleaned data was then transformed into a usable format for analysis.

The machine learning algorithm for the mental health classification model was built using Python, and three supervised learning algorithms, namely, Support Vector Machine (SVM), Decision Tree, and Random Forest, were chosen based on their ability to optimize the specific purpose of minimizing prediction result error from the actual labels. The model was trained using 80% of the original dataset, and the remaining 20% was used for testing. A comparison was made between the prediction accuracy of the models by creating an accuracy table of their outputs, in order to identify the most dependable machine learning model for the given data and task. The model with the smallest mean square error value was ultimately chosen.

After obtaining precise outcomes, an interactive dashboard titled "The Impact of COVID-19 on Students' Mental Health Dashboard" was developed using Tableau software to visualize the analysis. The dashboard concentrated on the effects of COVID-19 on students' mental health. Utilizing interactive visualization not only made the insights more useful but also shortened the project development time and increased the dashboard's user engagement. In general, the top-level research activities involved in creating the interactive visualization dashboard for the students' mental health data are illustrated in Figure 2.
To ensure the most precise representation of students’ mental health, the findings were analyzed and summarized on an interactive visualization dashboard created using Tableau software. This approach enabled users to interact with the data and obtain deeper insights, reduced the project development time, and made the insights more actionable. The system architecture employed in this project consisted of multiple phases, including data preparation, machine learning model development, data testing, and data visualization, all aimed at comprehending the effects of COVID-19 on students' mental health.

In evaluating the performance of machine learning classification models, a confusion matrix is a widely used table that assesses the model’s performance on a set of test data with known actual values. The confusion matrix consists of four variables, namely True Positive (TP), False Positive (FP), False Negative (FN), and True Negative (TN). Table 1 provides a template of the confusion matrix table for case of mental health classification.

<table>
<thead>
<tr>
<th>Actual Values</th>
<th>Having mental health illness</th>
<th>Not having mental health illness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having mental health illness</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Not having mental health illness</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

The count of each variable can be explained as the following:
- **True Positive (TP):** The model predicts that a student has a mental illness, and it is true. In other words, the student has a mental illness and the model correctly identifies it as positive. In the confusion matrix, this is the count of correctly identified positive cases.
- **False Positive (FP):** The model predicts that a student has a mental illness, but it is false. In other words, the student does not have a mental illness but the model incorrectly
identifies it as positive. In the confusion matrix, this is the count of incorrectly identified positive cases. FP is also known as Type-I error.

- **False Negative (FN):** The model predicts that a student does not have a mental illness, but it is false. In other words, the student has a mental illness but the model incorrectly identifies it as negative. In the confusion matrix, this is the count of incorrectly identified negative cases. FN is also known as Type-II error.

- **True Negative (TN):** The model predicts that a student does not have a mental illness, and it is true. In other words, the student does not have a mental illness and the model correctly identifies it as negative. In the confusion matrix, this is the count of correctly identified negative cases.

The TP and TN values are desirable because they represent correct predictions, while FP and FN values are undesirable as they represent incorrect predictions. The goal is to maximize TP and TN and minimize FP and FN in order to achieve high classification accuracy.

Based on the confusion matrix, multiple metrics were used to evaluate the machine learning models, including Precision, Recall, F1-score, and Accuracy. Accuracy measures the model’s effectiveness in correctly categorizing data and can be used to compare the performance of different models. It is calculated as the fraction of correct positive predictions as given in Equation (1).

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (1)
\]

In the context of mental health classification, precision refers to the proportion of true positives among all the positive predictions made by the model, calculated with Equation (2). In other words, it measures the accuracy of the model in predicting mental health issues among those who are predicted to have mental health issues. A high precision score indicates that the model is more accurate in correctly identifying students who have mental health issues, and is less likely to make false positive predictions. On the other hand, a low precision score indicates that the model is making many false positive predictions, which can lead to inappropriate interventions and waste of resources. Therefore, precision is an important metric to evaluate the performance of a machine learning model in the classification of mental health issues.

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

Recall as formulated with Equation (3) is another evaluation metric in machine learning classification models that measures the ability of the model to correctly identify all positive instances in the dataset. It is also called sensitivity and is calculated as the fraction of true positive predictions out of the total actual positive instances.

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (3)
\]

F1-score is a metric that combines both precision and recall to provide a single score that represents the overall performance of the model. It is the harmonic mean of precision and recall, and it ranges from 0 to 1, with a higher score indicating better performance. The F1-score is a useful metric when there is an imbalance in the dataset, where the number of
positive instances is significantly smaller than the number of negative instances. Equation (4) is the formula of F1-score.

\[ F1 - score = \frac{2}{\frac{1}{Recall} + \frac{1}{Precision}} \]  \hspace{1cm} (4)

### Results and Discussion

**The Performance of machine learning**

Table 2-4 present the confusion matrix for SVM, Decision Tree, and Random Forest models, respectively. From the results, it was found that the Decision Tree model had the least Type-I error, while the SVM model had the least Type-II error. The best model will be discussed in the next section.

**Table 2**

*Confusion Matrix of SVM*

<table>
<thead>
<tr>
<th>Actual Values</th>
<th>Having mental health illness</th>
<th>Not having mental health illness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Having mental health illness</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Not having mental health illness</td>
<td>0</td>
<td>216</td>
</tr>
</tbody>
</table>

**Table 3**

*Confusion Matrix of Decision Tree*

<table>
<thead>
<tr>
<th>Actual Values</th>
<th>Having mental health illness</th>
<th>Not having mental health illness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Having mental health illness</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Not having mental health illness</td>
<td>72</td>
<td>144</td>
</tr>
</tbody>
</table>

**Table 4**

*Confusion Matrix of Random Forest*

<table>
<thead>
<tr>
<th>Actual Values</th>
<th>Having mental health illness</th>
<th>Not having mental health illness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Having mental health illness</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>Not having mental health illness</td>
<td>13</td>
<td>203</td>
</tr>
</tbody>
</table>

Based on the results of confusion matrix of each machine learning algorithm, the performance with different metrics is listed in Table 5. Accuracy, Precision, and Recall are all calculated as percentages since they represent the proportion of correct predictions made by the model over the total number of predictions. However, F1-score is not a percentage...
because it is a weighted average of Precision and Recall, which are themselves ratios of the number of correct predictions over the total number of relevant instances. Therefore, F1-score is a single number that ranges between 0 and 1, where a higher value indicates better performance.

Table 5

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>91.53</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>67.37</td>
<td>75</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>Random Forest</td>
<td>88.14</td>
<td>25</td>
<td>28</td>
<td>26</td>
</tr>
</tbody>
</table>

According to Table 5, the SVM model had the highest accuracy percentage of 91.53% in predicting students' mental health issues, making it the best performing algorithm in this study. Despite having 0 Precision, Recall, and F1-score values, it was chosen because it accurately predicted that 91.5% of the students did not have mental health issues, making it the most reliable model for the task and data characteristics.

Interactive Visualization

This section provides a description of the interfaces of the interactive visualization dashboard. Figure 3 displays the main page of the website that visualizes the essential information on students' mental health during the COVID-19 pandemic.

The data presented in Figure 3 reveals that there is a low prevalence of mental health issues among students during COVID-19, with only 8.47% of students experiencing such problems. Most students (91.53%) have been found to be in good mental health. Nonetheless, the data also suggests that both groups of students, those with and without mental health issues, might encounter time management difficulties amid the pandemic.

By clicking on the icons provided, users can interact with the data and access more information. For instance, when the Age icon is clicked, Figure 4 is displayed, which shows the...
mental health conditions of students by age group. Similarly, when the learning method icon is clicked, Figure 5 displays the information on learning methods.

Figure 4. Students age categorization

The bar chart in Figure 4 shows that the highest number of students with mental illness is in the 19-year-old age group. Additionally, the chart suggests that the prevalence of mental health problems varies among different age groups, highlighting the importance of considering age as a significant factor when assessing the mental health of students during the COVID-19 pandemic. The findings presented in Figure 5 indicate that many students have rated their online class experience as 'Average', while 'Good' and 'Very Poor' ratings were also reported. These results imply that the students had a varied experience of online learning during the COVID-19 pandemic, with mixed feelings overall. In addition, the bar chart in Figure 5 shows that the average time spent on online classes indicates that there is no noteworthy variation in mental health outcomes among students who dedicate different durations of time to attend online classes. This discovery implies that the length of online classes might not be a crucial aspect in determining the mental well-being of students during the COVID-19 pandemic.

Figure 5. Information on learning methods
Moreover, Figure 6a, b, and c provide more detailed information on the factors contributing to students' mental health during the pandemic. Specifically, Figure 6a provides a visualization of the academic activities and involvement of students during the COVID-19 timeframe, while Figure 6b displays the average time spent on physical activities such as jogging, and Figure 6c represents the stress-busting activities of students.

![Figure 6a: Academic activities and involvement of students](image)

![Figure 6b: Average time spent on physical activities](image)

![Figure 6c: Stress-busting activities of students](image)

Figure 6. Factors contributing to the students’ mental health

Finally, Figure 7 depicts the classification results of the students' mental health using SVM, displaying both the distribution of the actual data and the SVM prediction. Furthermore, it demonstrates a comparison of the accuracy of the two split ratios (70:30 and 80:20), indicating that the 80:20 split ratio has a higher accuracy than the 70:30 split ratio.
An 80:20 split training:testing ratio logically has higher accuracy than the 70:30 because it provides the model with more data to train on. In an 80:20 split, 80% of the data is used for training the model, and the remaining 20% is used for testing. This means that the model has access to more data to learn from during the training phase, allowing it to better capture the patterns and relationships in the data. As a result, when the model is tested on the remaining 20% of data, it can make more accurate predictions compared to a model trained on only 70% of the data. However, one potential limitation of the study is the possibility of overfitting in the SVM model due to the small sample size. Further research with a larger and more diverse dataset is needed to determine if the results generalize to a broader population and more split ratios can be observed.

Conclusion
This research effectively utilized machine learning techniques to classify the mental health conditions of students during the COVID-19 pandemic. The SVM model yielded the highest accuracy in predicting mental health issues, especially when using an 80:20 data split ratio. The results were presented on a Tableau dashboard, offering a clear and concise way of visualizing the SVM predictions. Although the research found that the COVID-19 pandemic did not significantly impact the mental health of students, it is important to acknowledge that some students may still be struggling with mental health issues and require support. Therefore, it is essential to address these issues proactively to prevent them from worsening. This study's limitations regarding the potential for overfitting in the 80:20 data split ratio require further research. We hope that our findings will serve as a valuable resource for educational institutions to recognize and support students who may be experiencing challenges with their mental health during the COVID-19 pandemic and beyond. Ultimately, we aspire that our project will contribute to the development of effective mental health support strategies for students.
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