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Abstract 
Economic and industry growth increases the demand for electricity, forecasting electricity 
loads is critical for distribution and production of electricity. However, the former forecasting 
models have three shortcomings: (1) Most of the models use single input feature for 
forecasting and the forecasting performances of those models are not good enough; (2) Past 
forecasting methods have used EMD (empirical mode decomposition) method to decompose 
raw time series data containing noise to improve prediction performance, however EMD 
method can not handle mode mixing problem; and (3) The recurrent neural network 
encounters the problem of gradient disappearance or explosion when learning the time series 
of long-term dependencies. Therefore, proposed model uses autoregressive method and use 
the EEMD (ensemble empirical mode decomposition) algorithm (which can overcome the 
mode mixing problem) for time series data decomposition. Further, values produced by 
moving averages are as input attributes of proposed model to improve forecasting 
performance. Finally, long-short term memory neural networks (which can solve the 
shortcomings of recurrent neural networks) are used to build predictive models to enhance 
electricity loads forecasting model. In the last step of this study, practical electricity loads 
datasets will be collected to validate the proposed model. Experimental results show that 
proposed model can improve the accuracy of prediction. 
Keyword: Ensemble Empirical Mode Decomposition, Long-Short Term Memory Neural 
Networks, Moving Average, Autoregressive 
 
Introduction 
Due to the non-storable nature of electrical energy, the demand for electricity supply must 
be balanced at all times to ensure that the electricity generated is equal to the demand 
electricity. In addition, the gap between power production and consumption will have a great 
impact on the stability of power supply. Especially when a power outage occurs, it will cause 
factories to shut down and make people's lives inconvenient. In order to ensure that power 
supply meets demand, accurate power load forecasting models are very needed forecasting 
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tools for short-term power load frequency control, daily power generation demand planning, 
power dispatching, mid-term maintenance planning and long-term power system expansion 
plans. 
     Electricity demand reflects the economic and social activities of the country. Economic 
growth provides people with opportunities for high-quality life, but it will also continue to 
increase the demand for electricity. In order to meet the demand of users, the government 
must continue to build more power plants, or looking for alternative energy sources, or 
formulating policy plans for sustainable energy development. Therefore, predicting power 
demand has become an important topic in energy system planning and operation. Generally 
speaking, power load is affected by the following factors: (1) Time: There are two load peaks 
each year: summer and winter, and the power load changes greatly within a day; (2) Region: 
Due to differences in consumption structure, electric load will also vary between different 
regions; (3) Temperature: Under different climate conditions, extreme temperatures can 
increase the demand for electricity. At low temperatures, this demand rises because a large 
amount of electricity is used to supply heating. At high temperatures, a large amount of 
electricity will be consumed to power cooling equipment. 

Most researchers first consider traditional time series models as forecast models for 
predicting power demand, and many time series models have been proposed and used to 
deal with different forecast problem  (Bollerslev,  1986, Engle,  1982, Huarng,  2001, Song & 
Chissom, 1993). Engle (1982) proposed the ARCH (Autoregressive Conditional 
Heteroskedasticity) model, which has been used by many financial and economic analysts, 
while the GARCH (1986)  (generalized ARCH) model is a generalized form of ARCH. Box and 
Jenkins (1976)  proposed the autoregressive moving average (ARMA) model, which combines 
the moving average process with the linear difference equation to obtain the autoregressive 
moving average model. The ARMA model predicts under linear stationary conditions. A model 
describing this uniform non-stationary behavior can be obtained by assuming some 
appropriate process differences. Therefore, in order to deal with non-stationary data sets, the 
autoregressive integrated moving average model (ARIMA) (Box & Jenkins, 1976) was 
proposed, assuming a linear relationship between variables. From the above literature, AR 
(autoregression) is a basic and important method of time series models. Not all models can 
be applied to all data sets. The reason is that the application of traditional time series models 
needs to meet statistical assumptions (Wei, 2013) and linear traditional time series methods 
cannot be applied to nonlinear power demand data sets. Additionally, most traditional time 
series models use a single input attribute for forecasting. Past research has shown that using 
more input attributes related to prediction will help increase the accuracy of prediction(Shiu 
et al., 2017). In addition, there is a lot of noise in the original power forecast data, which is 
caused by weather factors and different environmental conditions. The performance of 
traditional time series models is poor because these models use raw data containing noise 
(Wei,  2016). 

The moving average method is a common method that uses a set of recent actual data 
values to predict the trend of time series values in one or more future periods. The moving 
average method is suitable for spot prediction. In addition, the moving average method can 
effectively eliminate random fluctuations in forecasting, the moving average method is a 
simple smoothing forecasting technology. Based on time series data, the sequential average 
value containing a certain number of items is calculated sequentially to reflect the long-term 
trend. The moving average method has been applied in many different fields and has 
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excellent predictive capabilities (Bayer et al., 2017, Zhang et al., 2016). Therefore, this study 
combines the moving average method with the prediction model. 

In recent years, due to the vigorous development of artificial intelligence, many new 
artificial intelligence algorithms have been applied to problems related to power load 
forecasting (Friedrich et al.,2014, Koprinska et al., 2015, Yu et al., 2005), especially the 
emergence of deep learning in the late 2000s. People's interest in neural networks, artificial 
neural networks, is a structure that imitates biological neural networks (simulating the 
nervous system of animals), using mathematical models for simulation, and is used to 
estimate or approximate functions. Neural networks perform calculations by connecting a 
large number of artificial neurons. In most cases, artificial neural networks can change the 
weights of internal neurons through changes in external information, and are an adaptive 
system. It is a nonlinear mathematical prediction model that can learn load sequences and 
performs well in predicting loads (Fan et al., 2005, Hippert et al.,2001, Hsu & Chen, 2003 ). 

In traditional feedforward neural networks (FNN), the calculated output of each layer 
will only be passed forward in one direction to the input of the next layer, which means that 
the input and output are independent and unrelated. One of the more advanced neural 
networks is recurrent neural network (RNN). The difference between RNN and FNN is that 
RNN can pass the calculated output of a certain layer back to the layer itself as an input value. 
In RNN, the trigger value from each time point will be stored in the internal state of the 
network, in order to provide time storage properties (Bayer & Simon , 2015). However, the 
main weakness of RNN is that it cannot learn time series related to long-term memory(Bayer 
& Simon , 2015, Pascanu et al., 2013). RNN can only remember short-term memory, but not 
long-term memory. RNN will encounter problems when learning time series with long-term 
dependencies. To overcome the problem of gradient vanishing or exploding, Hochreiter and 
Schmidhuber (Hochreiter & Schmidhuber,  1997) developed the long-short term memory 
(LSTM) algorithm as an extension of RNN (Pascanu et al., 2013, Sutskever, 2012). 

In order to improve prediction performance, in addition to single prediction algorithms, 
hybrid models are often used, and models using empirical mode decomposition (EMD) have 
received great attention (Chen et al.,2012). EMD(Huang et al., 1998) is a useful method for 
processing nonlinear signal analysis (such as stock data) or other related fields(Vincent et 
al.,1999, Yu et al., 2018), and provides a new method for processing nonlinear and non-
stationary signals. EMD-based forecasting methods have been used in wind speed forecasting 
(An et al., 2012), industry (Feng et al.,2010), tourism management (Lai & Yeh, 2013)  and 
financial time series forecasting (Fu, 2010). Based on EMD, any complex signal can be 
decomposed into limited inherent modes. However one of the main disadvantages of EMD is 
the frequent occurrence of mode mixing, which is defined as a single (IMF), which consists of 
signals of widely different scales or similar scale signals appear in different IMFs. Modal 
aliasing is caused by signal interruptions. Interruptions are an indefinite form of disturbance 
signals, which we often encounter. Interruptions will cause confusion in the time-frequency 
distribution, thereby destroying the physical meaning of IMF. In response to the mode mixing 
problem, Huang proposed the ensemble empirical mode decomposition (EEMD) (Wu & 
Huang, 2009) in 2009. As an improvement, EEMD is a noise-assisted data analysis method. 
Firstly, EEMD adds white noise to the signal, then performs empirical mode decomposition 
on the signal, and repeats the above two steps several times to obtain several sets of IMFs. 
Finally, the respective the intrinsic mode functions are averaged to offset the effects of noise. 

In this study, there are three research motivations: First, most of the past prediction 
models only use a single attribute as the input variable of the power prediction model. 
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Previous research shows that adding prediction attributes related to prediction in the 
prediction model can improve the performance of the power prediction model. Second, most 
traditional time series models use the latest period data with noise as the input variables of 
the prediction model. However, noise caused by environmental and weather conditions is 
included in the original input data. In order to overcome the above shortcomings, this study 
reputes that EEMD can decompose complex original data into simpler frequency components 
and highly correlated input variables and it can overcome the problem of mode mixing that 
cannot be handled by the EMD method. Third, the LSTM method can overcome the problem 
of gradient disappearance or explosion when the RNN algorithm learns time series with long-
term dependencies. In past research, the LSTM has been used to deal with the prediction 
problem of time series and excellent prediction results can be obtained. 

Based on above reasons, this study will use autoregression (AR) combined with EEMD 
method. Proposed model uses EEMD to decompose complex time series raw data into simpler 
frequency components and highly correlated input variables, and uses the moving average 
method to generate prediction model input attributes. Proposed model would combine the 
prediction input attributes generated by AR-EEMD and moving average methods with the 
LSTM neural network to establish a prediction model for power demand forecasting. The 
proposed method is based on AR-EEMD and moving average. The long-short-term memory 
neural hybrid model is applied to power forecasting. The procedure of method is described 
as follows 

 
  (1) Data collection: First, Taiwan’s daily domestic electricity load and daily industrial   

electricity load are collected from government’s open data platform. First 10 months  
(January-October) datasets of each year are used as the training set, and the last two 
months (November-December) datasets are used as the test set. 

(2) Establish AR model: Use the least squares method to detect the number of lagging periods 
to establish an AR model. 

(3) Decompose input variables: Use EEMD to decompose the input variables of the AR model 
into several IMFs 

(4) Establish a moving average model: Calculate the moving average of the electricity time 
series to establish a moving average model 

(5) Establish a prediction model: Use the IMF attribute set generated by AR-EEMD and the 
value calculated by the moving average method as prediction input attributes and 
combine it with the LSTM neural algorithm to establish an electricity load prediction 
model. 

(6) Evaluation and comparison: Evaluate the prediction performance and compare the 
prediction capability with other prediction methods. 

 
Related works 
Autoregressive Model 

In time series forecasting, forecasts are actually obtained by predicting values in the 
next time period based on a specific forecasting algorithm. Additionally, forecasting non-
periodic short-term time series is much more difficult than forecasting long-term time series. 
The Autoregressive Moving Average (ARMA) is a traditional method that is well suited for 
forecasting periodic cyclical data, such as seasonal or cyclical time series (Chang, 2008). 

Box and Jenkins (1976)  generate a generalized linear stochastic model by assuming that 
time series data can be linearly aggregated through stochastic fluctuations. In this study, we 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN ACCOUNTING, FINANCE & MANAGEMENT SCIENCES 
Vol. 1 4 , No. 1, 2024, E-ISSN: 2225-8329 © 2024 

85 
 

focus on the AR model, which is a model that contains the past values of one or more 
explanatory variables of the dependent variable. The simplest AR(1) is defined as 

 

11 −
=

tt
yy                                        (1)                              

When considering random errors and constant terms, the improved AR(1) model becomes 
 

ttt
uyy ++=

−11
                                      (2) 

Where 1
  is the first-order autoregressive coefficient and 

t
u  is white noise, which is regarded 

as a random error. An autoregressive model is simply a linear regression of the current value 
of a series against one or more previous values of the series. In the AR(1) model, it can be 
considered that for a given value y in time period t, there is a relationship with time period t-
1. If there is an autoregressive model of order p, the AR(p) model can be expressed as 
 

tptpttt uyyyy +++++= −−−  ...2211
                        (3) 

 
Ensemble Empirical Mode Decomposition 

Huang et al. proposed the EEMD signal decomposition algorithm in 2009 (Wu & Huang, 
2009), which has been widely used in various fields in recent years(Tan et al., 2018, Wang et 
al., 2019, Liu et al., 2019, Chen & Wang, 2018, Yang et al., 2016 ). The main purpose of EEMD 
is to decompose the original complex time series from Remove the IMF. Mathematically, the 
IMF must satisfy the following two conditions: (1) The sum of the numbers of local maxima 
and local minima must be equal to the number of zero crossings or It can only differ by 1 at 
most, which means that an extreme value must be immediately followed by a zero-crossing 
point. (2) At any point in time, the average of the upper envelope defined by the local 
maximum and the lower envelope defined by the local minimum is close to zero. 

In order to avoid modal aliasing, EEMD performs EMD multiple times on the original 
time series x(t), (t = 1, 2, ..., T), given some Gaussian white noise to obtain a set of IMFs, and 
then The overall average of the corresponding IMF is regarded as the final decomposition 
result. The main steps of EEMD are as follows 

 

(a) Add the white noise sequence wi(t)~N (0，σ2)to the original time series x(t) to construct a 

new series, as follows 
 

xi(t)= x(t)+ wi（t）                                                           (4) 

 

(b) Use EMD to decompose the time series xi(t) with white noise added into n IMFs 𝑐𝑗
𝑖(𝑡)(𝑗 =

1,2, … , 𝑛)and a residual ri(t). The formula is as follows 
 

xi(t)=∑ 𝐶𝑗
𝑖(𝑡) + 𝑟𝑖(𝑡)𝑛

𝑗=1                                                      (5) 

where 𝑐𝑗
𝑖(𝑡)is the j-th IMF in the i-th test 

 
 (c) Repeat step (a) and (b) each time to give a certain number M of different times of white 
noise to obtain the corresponding IMFs. 
 (d) Calculate the IMFs corresponding to the average of M tests as the final IMFs 
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 𝑐𝑗
𝑖(𝑡) =

1

𝑀
∑ 𝑐𝑗

𝑖(𝑡)𝑀
𝑖=1                                                            (6) 

 
Once EEMD is complete, the original time series can be represented as a linear combination 
of IMFs and residuals as follows 
 

x(t)=∑ 𝑐𝑗(𝑡) + 𝑟(𝑡)𝑛
𝑗=1                                                           (7) 

 
where cj(t), (t = 1,2,...,T) is the j-th IMFs extracted during the j-th decomposition process at 
time t, r(t) is the final residual, and n is the number of IMFs. 
Assuming that complex data in reality involves real information and noise, and that the 
integrated average of data with different noise is closer to the real signal, white noise time 
series are used to capture the real IMF and offset themselves via the ensemble average. The 
blocking of final errors can be controlled by adding white noise 
 

𝜀𝑛𝑒 =
𝜀

√𝑀
                                                                 (8) 

 
where M is the number of integration members, ε is the amplitude of the additional noise 
sequence, and 𝜀𝑛𝑒 is the final standard error deviation, defined as the difference between the 
input signal and the corresponding IMF. 
 
LSTM, long-short term memory 

Long-short term Memory (LSTM) is a temporal recurrent neural network (RNN) 
proposed by Hochreiter and Schmidhuber(1997) in 1997. Due to the unique design structure, 
LSTM is suitable for processing and predicting important events with very long intervals and 
delays in time series. In recent years, it has been used in deep learning, artificial intelligence 
and various applications in different fields (Zhu et al., 2018, Wang et al., 2018, Yu et al., 2018, 
Zhao et al.,2019, Tian et al., 2018), the traditional recurrent neural network (RNN, Recurrent 
Neural Network) is one of the recursive neural network methods that can be used for 
continuous data modeling. The key feature of RNN is the network delay recursion, which 
enables it to describe the dynamic performance of the system (Bayer & Simon, 2015), the 
signal delay recursion makes the output of the network at time t related not only to the input 
at time t, but also to the recursive signal before time t. 

Although RNN can handle short-term sequence data, when RNN is used to deal with 
problems that need to consider long-term data dependencies, the prediction ability of RNN is 
poor(Pascanu et al., 2013, Sutskever, 2012). In the past, scholars have proposed several 
different RNNs. An improved algorithm for the model, but the LSTM method uses dedicated 
LSTM storage units to represent long-term dependencies in time series data, making LSTM 
the most commonly used prediction algorithm to replace the RNN method. In addition, the 
LSTM method can solve the vanishing gradient problem of RNN(Pascanu et al., 2013, 
Hochreiter & Schmidhuber,  1997). LSTM is a model proposed by Horchreiter and 
Schmidhuber(1997). This method uses a special multiplication unit to control the constant 
error and force the constant error information flow direction to truncate the network 
gradient. These nonlinear units learn to open or close gates in the network in order to regulate 
this constant flow of errors (Sutskever, 2012). Therefore, LSTM adopts the method of properly 
considering long-term memory delay information to improve the traditional RNN 
algorithm(Tang et al., 2017). 
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The key to the LSTM structure is the unit state (storage unit), which looks like a conveyor 
belt. It runs directly along the entire chain, capable of adding or removing information to the 
unit state, carefully regulated by structures called valves. A valve is a pipe that serves as a 
selective entry point for information. They consist of sigmoid neural network layers and 

pointwise multiplication operations. The input value at time point t is （X t） , and the 

previous time step （S t-1） is introduced into the block of the LSTM. The hidden layer （S t

） is calculated as follows: 

The first step in LSTM is to determine what information will be discarded from the 

memory cell state. This decision is made by the following forget valve （f t）: 

               f t = σ(X t U f + S t−1 W f + b f )                                        (9)  
  

The following steps are to decide what new information to store in the cell state. This 

step has two loops: first, the input valve （i t） layer decides which values to update. Second, 

the tanh network layer creates a vector of new candidate values 𝐶𝑡̃ . These two loops can be 
described as follows: 

i t = σ(X t U i + S t−1 W i + b i )                                                    (10)  

 𝐶𝑡̃= tanh (X t U c + S t−1 W c + b c )                                                 (11)  
Then, the old memory cell state C t-1 is updated to the new cell state C t, and its calculation 

formula is as follows: 

C t = C t−1 f t  ⊕_i t  𝐶𝑡̃                                                      (12)  
  

In the end, it will be decided which information will be output. This output result is based 
on the state of the memory unit, but the result is the message generated after filtering. In this 

step, the output valve （o t） determines which parts of the memory cell state will be treated 

as output values. The memory cell state is then passed through the tanh layer (converting the 
value to between -1 and 1) and its value is multiplied by the output valve, the formula is as 
follows: 

 o t = σ(X t U o + S t−1 W o + b o )                                                    (13)  
S t = o t  tanh (C t)                                                              (14)  

From the previous six equations, LSTM provides the following three sets of parameters: 
1. Input weights: U f , U i , U o , U c . 
2. Recursive weights: W f , W i , W o , W c . 
3. Bias: b f , b i , b o , b c . 

 
Proposed Model 

This study mainly constructs a power prediction model based on autoregressive, EEMD 
model and moving average method, combined with LSTM neural network. The developed 
system and results can be applied in government energy policy planning and industrial 
electricity demand assessment. Forecasting the peak moments of people's electricity 
consumption can prevent blackouts and avoid energy waste caused by over-production of 
electricity. Taiwan's electricity generation still relies on coal-fired and thermal power 
generation. Waste of electricity production not only causes a waste of resources, but also 
causes environmental pollution. As well as the increase of PM2.5 and the generation of smog, 
it will have a great impact on the economy, environmental protection and people health. The 
research structure of this plan is shown in Figure 1. 
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In the past discussion of literature related to power forecasting, three main 
shortcomings were found: (1) In the past, power forecasting models mostly used the most 
recent data as the input variables of the forecasting model. However, the raw data contained 
noise, which would reduce the accuracy of the forecast. In the past, Research has used the 
EMD method to decompose complex time series raw data into simpler frequency components 
and highly correlated input variables. However, the EMD method cannot handle the mode 
mixing problem; (2) Past predictions Most models only use a single attribute as the input 
variable of the power prediction model. Previous research shows that adding prediction 
attributes related to prediction in the prediction model can improve the prediction accuracy; 
and (3) the RNN algorithm is learning long-term dependencies. When handling with time 
series data, RNN will encounter the problem of vanishing or exploding gradients. In order to 
solve these shortcomings, this study uses the autoregressive model to analyze the lag periods 
of the time series and uses EEMD to decompose the input variables (EEMD can solve the 
problem of modal aliasing), and uses the moving average model to generate the numerical 
change trend of the series. Proposed model finally combined generated features with LSTM 
neural network (which can solve the problems caused by RNN when learning time series of 
long-term dependencies) to establish a new prediction method. 
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Figure 1. Architecture of proposed prediction model  

 
The structure of this research is shown in Figure 1. First, the data set is collected and 

then implements data pre-processed procedure. The lag period verification is performed to 
establish the AR model. EEMD is used to decompose the lag period data of the AR model, and 
then the moving average is calculated. Then the IMFs generated by AR-EEMD and the values 
calculated by the moving average method are used as prediction variables, and the LSTM 
neural network is further used to establish a power demand prediction model. The training 
data set is used to generate the best prediction model, and then the generated Forecasting 
models perform power demand forecasting. The calculation steps are as follows: 

Experimental Data  

Data pre-

processing 

Detect lag periods 
Calculate moving 

average 

Comparison of assessment and 

forecasting performance 

Use LSTM neural network to build a 

prediction model 

Forecast electricity demand (t+1) by 

using the best forecasting model 

Decompose AR input 

variables by EEMD 
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Step 1: Collect Data Set 
Daily industrial electricity consumption data and domestic electricity consumption data will 
be collected as experimental data. The data for the first 10 months of each year (January to 
October) will be used as the training set, and the last two months of each year ( November to 
December) is used as a test data set, and the data source is collected from the government 
data open platform (https://data.gov.tw/). 

 
Step 2: Data pre-processing 
In general, data may have inconsistencies, errors, out-of-range values, impossible data 
combinations, missing values or noise. The above data are not suitable for the data mining 
process. Therefore, this step removes all missing values and then reformats the dataset into 
the format of the data mining algorithm. 

 
Step 3: Detect lag periods - establish AR mode 
In this step, the study will use E-Views software to characterize the AR model for different lag 
periods and levels of electricity loads (EL). Past experimental results show that power demand 
forecasting is highly related to recent power demand data. Therefore, this study uses the 
linear regression variable of the power load value of the last five periods of forecast data from 
EL (t-1) to EL (t-5) for estimation and testing. Using the p value to perform hypothesis testing 
to establish the number of levels of the AR model. 

 
Step 4: Decompose AR input variables by EEMD 
In the third step, this study established the AR model by verifying the number of lag periods 
of the electric load. Then, EEMD was used to decompose the input variables of the AR model 
into a set of finite numbers with simpler frequency components and stronger correlations. 

 
Step 5: Calculate moving average (MA)-establish a moving average model 
The moving average is used to help identify power demand trends. Using the moving average 
as a forecast attribute will improve the forecasting performance of power forecasting. The 
predicted value of power demand time forecast is closely related to the recent power demand 
value, therefore this study calculates the moving average of three periods and five periods as 
the input attribute of the prediction model. 
 
The formula of MA is as follows 
 

)(

)EL()(

NDAY

SUM
MA

N
=  

                        
(15) 

 
EL: Daily electrical load; 
DAY(N): The number of previous periods (N). 
SUM(N): The sum of the electric load of the previous periods, period (N) 

 
Step 6: Use LSTM neural network to build prediction model 
This study uses the values generated by AR-EEMD and the moving average method as input 
variables of the LSTM neural network to establish electricity demand prediction model, and 
utilizes RMSE (root-mean-square error) such as Equation (16) as evaluation indicator. 
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Proposed model uses the training data to select the best prediction model based on the 
situation that produces the minimum RMSE. 

RMSE = √
∑ |A( 𝑡 ) − 𝐹( 𝑡 )|2n

t=1

n
 (16) 

A(t) is the actual value at time t, F(t) is the predicted value at time t, n is the number of data 
 
Step 7: Use the best prediction model to predict electricity demand (t + 1) 
In step 5, using the training data and under the condition of minimum RMSE, we can obtain 
the best parameter values, and then proposed model uses the prediction model with the best 
parameter values to predict test dataset. 
 
Step 8: Comparison of evaluation and prediction performance 
In this step, proposed model uses equation (16) to calculate RMSE under test dataset, and 
utilizes RMSE of all test data sets as evaluation indicator to compare with other prediction 
methods 
 
Experiments and Comparisons 

In this section, daily industrial electricity consumption (unit: million kilowatt hours) and 
domestic electricity consumption (unit: million kilowatt hour) collected in 2016, 2017, and 
2019) is used as an experimental dataset to verify the prediction accuracy of the proposed 
method. The data in the first 10 months of each year (January to October) will be used as the 
training set, and the last two months of each year (November to December) as test data set. 

This project will use E-Views software to characterize the AR model for different lag 
periods and levels of electricity loads (EL). Therefore, this study uses power load value in the 
last five periods of forecast data from EL (t-1) to EL (t-5), for estimation and testing. Proposed 
model utilizes daily industrial electricity consumption in 2017 year as test data set and uses 
the p value to do hypothesis testing to establish the number of levels of the AR model. The 
results of the E-Views software verification are shown in Figure 2. The figure shows that the 
p-values from EL (t-1) to EL (t-5) are all less than the significant level of 0.05, so the number 
of levels of the AR model is 5th order.  

 
Figure 2. Calibration of daily industrial electricity consumption lag times 

 
Then proposed uses EEMD to decompose the AR input variables. Because the order of 

the AR model is 5th order, in order to avoid decomposing too many IMFs, the maximum 
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number of decompositions of the input variables of each AR model is set to 2, plus the 
decomposition will Residuals are generated (residuals are also treated as 1 IMF), so a total of 
15 IMF values are decomposed and used as input variables of the prediction model, and the 
moving average of the first three periods and the first five periods is calculated as the input 
of the prediction model. This study uses keras deep learning library of the python program to 
establish an LSTM prediction model. The model summary is shown in Figure 3. It includes an 
LSTM hidden layer containing 128 neural units, and a dense neural network layer (containing 
128 neural units). The activation function is relu (rectified linear unit), and there is an output 
layer. Proposed model set MSE (mean squared error) as the loss function. The optimization 
method during training is adam, and evaluation method is mae (mean absolute error). Each 
batch is 128 pieces of data, and the training cycle is 400 times. The method proposed in this 
study is the AR-EEDM-MV-LSTM prediction model, and forecasting performance is compared 
with other models. Proposed model uses the AR model of the first five periods and uses EEMD 
for attribute decomposition, and then calculates the moving average of periods 3 and 5. This 
study uses RNN to build a prediction model (including an RNN hidden layer containing 128 
neural-like units, a Dense neural network layer (containing 128 neural-like units, the 
activation function is relu (rectified linear unit)). Proposed model sets mse (mean squared 
error mean square error) as the loss function, the optimization method during training is 
adam. Evaluation model method is mae (mean absolute error), each batch is 128 data, the 
training cycle is 400 times). Another comparison model is AR-MV-RNN (using the AR model of 
the first five periods, then calculating the moving average of periods 3 and 5, and using RNN 
to build a prediction model), the setting method of the RNN model is the same as The RNN 
model in AR-EEDM-MV-RNN is the same, The other comparison model is AR-MV-LSTM (using 
the AR model of the first five periods, then calculating the moving average of periods 3 and 
5, and using LSTM to build a prediction model). The design of the LSTM model is the same as 
the LSTM model in AR-EEDM-MV-LSTM. 

 

 
Figure 3. Summary diagram of LSTM prediction model  

 
Next, this project compares two data sets of industrial electricity consumption and 

civilian electricity consumption: the performance of the proposed method is compared with 
other methods. 
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Industrial Electricity Dataset 
This section uses three years of industrial electricity consumption data in 2016, 2017, 

and 2019 as our test data set, and combines it with the other three prediction methods (AR-
MV-RNN, AR-MV-LSTM, AR-EEDM-MV- RNN), and MAE (experimental results are shown in 
Table 1) and RMSE (experimental results are shown in Table 2) are used as evaluation 
formulas respectively. From the experimental results in Table 1 and Table 2, it can be seen 
that the method obtained in this study is better than to other forecasting methods. 

 
Table  
Experimental results of different prediction models for industrial electricity consumption data 
sets (based on MAE evaluation index) 

Year 
Model 

2016 2017 2019 

AR-MV-RNN 15.781 16.987 13.708 

AR-MV-LSTM  14.596 14.915 11.750 

AR-EEDM-MV-
RNN 

15.339 16.906 12.916 

Propose model 
(AR-EEDM-MV-
LSTM) 

13.520* 13.996* 11.691* 

*Experimental results with the best performance among the four prediction models 
 
Table 2 
Experimental results of different prediction models for industrial electricity data sets (based 
on RMSE evaluation index) 

Year 
Model 

2016 2017 2019 

AR-MV-RNN 17.844 20.552 17.667 

AR-MV-LSTM  16.661 18.192 15.739 

AR-EEDM-MV-
RNN 

17.623 20.537 17.057 

Propose model 
(AR-EEDM-MV-
LSTM) 

15.685* 17.783* 15.729* 

*Experimental results with the best performance among the four prediction models 
 

 Civilian electricity consumption data set 
This section uses the three-year civilian electricity consumption data in 2016, 2017, and 

2019 as our test data set. The other three prediction methods (AR-MV-RNN, AR-MV-LSTM, 
AR-EEDM-MV- RNN) are as comparison models, and MAE (experimental results are shown in 
Table 3) and RMSE (experimental results are shown in Table 4) are used as evaluation indictors 
respectively. From the experimental results in Tables 3 and 4, it is known that the method 
obtained in this project is better than to other forecasting methods. 
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Table 3 
Experimental results of different prediction models for civilian electricity consumption data set 
(based on MAE evaluation index) 

Year 
Model 

2016 2017 2019 

AR-MV-RNN 26.190 30.967 32.706 

AR-MV-LSTM  25.584 29.642 31.541 

AR-EEDM-MV-
RNN 

24.831 30.945 32.423 

Propose model 
(AR-EEDM-MV-
LSTM) 

21.323* 29.338* 29.417* 

*Experimental results with the best performance among the four prediction models 
 

Table 4 
Experimental results of different prediction models for civilian electricity consumption data set 
(based on RMSE evaluation index) 

Year 
Model 

2016 2017 2019 

AR-MV-RNN 29.182 33.651 38.776 

AR-MV-LSTM  28.365 32.169 37.791 

AR-EEDM-MV-
RNN 

27.776 33.144 38.232 

Propose model 
(AR-EEDM-MV-
LSTM) 

25.862* 32.123* 37.641* 

*Experimental results with the best performance among the four prediction models 
 

Conclusions 
The hybrid method proposed in this study uses EEMD and LSTM combined with deep learning 
technology to predict industrial and domestic electricity demand. Experimental results show 
that proposed model can improve the accuracy of prediction. From Table 1 to Table 4, the 
prediction performances of the proposed model are better than that of AR-MV-LSTM without 
EEMD. AR-EEDM-MV-RNN (using EEMD method) has better prediction performance than the 
AR-MV-RNN method without EEMD. It is obvious that the EEMD method can decompose the 
original data containing noise into simpler components and highly correlated input variables, 
which can be effective reduced forecast errors. In addition, it can be seen from Tables 1 to 4 
that prediction performance of proposed model is better than the method AR-EEDM-MV-RNN 
without LSTM, and the AR-MV-LSTM method using LSTM is better than the method AR-MV-
RNN (using RNN) has better prediction performance. From the experimental results, it is 
known that the LSTM method can solve the problem of gradient disappearance or explosion 
when the RNN algorithm learns time series of long-term dependencies and improves the 
prediction accuracy. 
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Major finding are summarized as follows 
1. Experimental results indicate that EEMD method can could reduce forecasting 

error more beneficially than EMD method model. 
2. Experimental results show that LSTM method can could improve prediction 

accuracy than EMD method model. 
Suggestions of this paper are as follows: The forecasting model proposed in this study can be 
applied to other related fields such as product demand forecasting, unemployment rate 
forecasting, and consumer price index forecasting. For following research, researchers can 
use other electricity loads datasets to further validate the proposed model. 
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