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Abstract In this paper we involved a study of structural convergence between Romanian and Euro Zone econ-

omies from the view point of synchronization in responses to shocks. For this purpose we called a 
Bayesian framework in which we estimated a time-varying parameters VAR model. For the identifi-
cation of structural shocks we started from semi-structural VAR in which we incorporated the stand-
ard predictions of DSGE literature for a New-Keynesian model. For several purposes mentioned in the 
paper, we used two versions of data, replacing GDP and GDP deflator from a standard approach 
with consumption and its deflator. In this paper we were mainly interested for the response of inter-
est variables to a monetary shock for policy purposes and in a second timeframe for the responses to 
other types of shocks.  

 

Key words Business Cycles, consumption, sign restriction convergence, Minnesota Prior, VAR, Gibbs Sampling, 
Bayesian econometrics 

 

 

DOI: 10.6007/IJARAFMS/v3-i3/247 URL: http://dx.doi.org/10.6007/IJARAFMS/v3-i3/247 
 

1. Introduction 

Given the recent developments from the last two decades in regard with geo-political and economic 
options, Romania as other countries from Central and Eastern Europe which joined the European Union in-
tend to adopt the euro currency in the short or mid run. This fact involve important change on role of national 
economic institution, namely the central bank lose its monetary and exchange rate policies. Therefore the 
attending to currency area is very challenging for national economies as those one must show flexibility to 
adapt to different economic episodes and also to prove a high degree of homogeneity as compared with oth-
er economies from euro zone. In accordance with the two requirements mentioned before, the adoption of 
euro may pose, after case, costs and benefits to the national economies. Considering the framework of Opti-
mal Currency Area, on which is based this analysis, underline that the costs of joining to Euro Area depends on 
the degree of cycles synchronization, i.e. the higher the synchronization between the countries that intend to 
adopt the unique currency and the Euro Area the lower the costs of giving up the monetary policy. This paper, 
as the recent tendencies from academic and policy making fields, the assessment of costs, respectively the 
benefits resulted from attending the monetary union throughout the similarity of responses to macro shocks, 
as well as the similarity of demand and supply shocks between Romania and Euro Area. For these purposes 
we called a Bayesian approach of Structural Vector Auto-Regression methods (SVAR) in order to trace out the 
impulse-response function and structural matrix. As compared with standard approaches of  SVAR models, 
from technical viewpoints the use of Bayesian econometrics has two main advantages: offers the possibility to 
incorporate priorly the own knowledge on the underlined debate and secondly the mode of computing error 
bands using percentiles provide a more accuracy measure of the uncertainty in regard with obtained impulse-
response functions. As methodological backgrounds, we based our analysis on Minnesota Prior Approach and 
the approach proposed by Bayoumi and Eichengreen (1993). As compared with the Bayoumi and 
Eichengreen’s approach, in this paper we used a short-run identification scheme of the structural shocks from 
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VAR model. Another important departure from the analysis of Bayoumi and Eichengreen and other studies 
conducted for Romanian case is that here we used the evolution of consumption and consumption prices. 
This aspect could be argued by the Backus-Kehoe-Kydland puzzle that underlines a lower degree of correlation 
across countries between consumption evolutions as compared with GDP’s evolutions. Taking into account 
the high share of consumption in the use of GDP, in this paper we used the evolution of consumption and its 
deflator as proxy for the business cycle analysis within an IS-LM-AD-AS theoretical framework. 

 

2. Background of the research 

2.1. Bayesian econometrics 

Modern Bayesian econometric tool of analysis gives to researcher the opportunity to incorporate its 
own knowledge about observed phenomena into the estimation process of different models of regression. 
More exactly, in the classical econometrics, the research conducts its analysis on the relation between two 
variables using the likelihood function in order to estimate the vector of coefficients and variance of error 
term. Instead the Bayesian econometrician call the Bayes Law from the probability theory and writes the pos-

terior distribution, which in the case of a simple regression model , with , takes 
the following form: 

 

(1)  

 
The above relation states that Bayesian econometrician updates its prior beliefs postulated under the 

form of probabilities distribution for coefficients  and variance of error term  (the first term from the 
right hand of equation) with the information on observed data provided by the likelihood function (the sec-
ond term). In order to infer the two sets of parameters, the researcher has to isolate the marginal distribution 

of  and  from the posterior distribution which in fact is a joint distribution: 

 

(2)  

The approximation of both the joint distribution and the two marginal distributions it is possible with 
the help of Gibbs Sampling algorithm which is a numerical procedure of Markov Chain Monte Carlo class that 
draws from conditional distribution. But we will describe in detail this method particularizing on the case of 
multivariate models as VAR. Therefore in the following lines we will define a bivariate unrestricted VAR with 
two lags in matrix form: 

 

where  coming from the variance-covariance matrix Σ=  and  is the vector of ex-
plained variables. Specialists from Federal Reserve of Minnesota pioneered by Litterman (1979) used the 
Bayesian framework to incorporate beliefs that explained variables are coming from different types of forms 
of a Markov first order autoregressive model, namely a Random Walk or an AR model (from here the Minne-
sota prior approach). In their seminal work, they used such an approach in forecasting macro variables con-

sidering priory that    equals 0 and   is a diagonal matrix cu  and   equal 
1. The mean of the Minnesota prior distribution for VAR model coefficients are stored in a vectorized form of 

the two equations of the model:  = , with , where  is the prior 
for covariance matrix. Instead, for the setting of prior variance, the researcher uses some special parameters, 
called hyperparameters, designed to control the dynamic of the VAR system throughout the standard devia-
tion of the parameters. One of the main disadvantages of Minnesota prior is the error covariance matrix Σ 
from needs to be diagonal and fixed. In order to pick this limit, there will be considered that the two sets of 
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interest parameters come from different distributions, namely  comes from Normal distribution, while  

comes from an inverse Wishart distribution1:  and . This approach is found 
in the literature under natural conjugate prior or Normal Inverse Wishart prior and unlike the Minnesota prior 
method permits to the researcher to treats in the same manner the prior variance of lagged variance of both 
the explained and explanatory variables.  As a formal bridge to Structural VAR models, many economic appli-
cations suppose some restriction on short or long term horizon of time in regard with response of some varia-
bles to shocks in other variable, i.e for example the hypothesis of sticky (or almost sticky) prices or lower 
bound phenomena in Quantitative Easing framework. From these considerations, the Independent Normal 

Inverse Wishart prior method involves the separated setting of prior for  and , such as  

and . The Independent Normal Inverse Wishart prior formulates the following 
hyperparameters to control how tight are manipulated the coefficients and covariance matrix of VAR model: 

  is used to control the degree of tightness for the prior on covariance matrix; 

  is used to control the degree of tightness for the prior on the first lag’s coefficients; 

  is used to control the degree of tightness to zero for the prior on the coefficients of lag higher than 
1; 

  represents the prior of the variance on constant variable. 

Within this framework, as  and  , the related priors are shrunk to 0, while  increase the 
prior on the coefficients for lags higher than 1 tends to 0. As compared with standard Minnesota approach, 

the Independent Normal Inverse Wishart prior method supposes that , which means that coefficients 
for the lags of dependent variable and the other variables are treated similar 2. Considering the above nota-

tions,  is obtained from the Kronecker product of  and   that will result in the following multiplication in 
a matrix form: 

 
Coming back to the Gibbs sampling algorithm, the main idea behind this procedure is that for a large 

number of iterations, the samples draws from conditional distribution converge to the real joint and marginal 
distribution of the underlined data. In the case of VAR system of equations, the following steps are required 
to be done to implement the Gibbs sampling algorithm in order to compute forecasts, impulse response anal-
ysis or variance decompositions. In the following lines we will detail the steps of the Gibbs sampling proce-
dure: 

 There are set priors for the VAR coefficients and variance according to multivariate Normal 

distribution , respectively to inverse Wishart distribution . 

 According to Hamilton (1991) and considering the conditional posterior distribution for VAR 

coefficients  there are calculated parameters of : 

 

(5) 

                                                           

1
 The inverse Wishart distribution it is a generalization of the inverse gamma distribution for the multivariate case. 

2
 More exactly the standard Minnesota approach uses  to control the tightness related to variables less the dependent variable. 
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(6) 

                 

Once  and  are determinated, for the sampling of VAR coefficients is used the following proce-
dure: 

 
(7) 

 

where   denotes the first draw and  it’s a vector sampled from normal distribution. An important 
remark (advantage) about Bayesian estimation of VAR coefficients is that looking at relation (5) we can ob-

serve the vector  result from an average of prior mean   and estimate of maximum likelihood   (OLS in 
this case) weighted with the related variance of the two.  

 According to Hamilton (1991) and considering the conditional posterior distribution for VAR variance 

 the scale parameter of  is calculated as following: 

 
(8) 

 

where  is the first draw from previous step and it was shaped as a  matrix. In order 

to draw the covariance matrix from , the first step consists in drawing a  matrix from the 

multivariate . Then the draw of covariance matrix from  is performed according to the 

formula:  

 The steps from 1 to 3 are iterated for S times after that are computed the empirical distribution of 

VAR coefficients and variance from the retained draws  and . In order to decide if S is large 
enough to determine the empirical distributions, there will be used the procedures proposed by Geweke 
(1991) that will be detailed in the following section.  

A more efficient method to compute priors which is mainly indicate for large BSVAR models was pro-
posed by Branbura et al. (2007). 

 

 
 

Looking backward to the bivariate VAR (2) defined above and there are considered dummy observa-

tions to implement the prior. For this purpose we consider a set of artificial data noted by  and  and 

the hyperparameters ,  and  that controls for the overall tightness of the prior, while the other two 
parameters have the same role as in the case of Independent Normal Inverse Wishart prior approach. Given 

these data, for the implementation of priors on the coefficients for the first lag of   and , where  de-
note the standard deviations from the least squares estimations of the AR parameters, there is proceeding as 
following: 

 

(10)  

Rewriting the VAR model using the artificial data: 
 
and expanding the equation (11) we obtain the following relation: 
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(11)  

Taking in the first equation = +  or  and applying 

expected operator =1, since  meaning that the dummy 

variables imply a prior mean of 1 for . Proceeding in the same manner for the variance 

of estimation, there is obtained relation . Analogue, for the second equa-

tion we obtain that ). 

 

In order to get prior for the coefficients on the second lags we use the following matrices: 

 

(12)  

Calculating on the same procedure these dummy variables imply a prior mean of 0 for the second la . In 
order to control the prior on the constants in the model we use the following matrices 

 

(13)  

For setting prior on the error covariance matrix we use the following matrices: 

 
(14)  

The priors are implemented by adding all these dummy observations to the actual data sets: 

,  . For a VAR model with N variables and P lags, 
the general form to implement prior dummies proposed by Branbura et al. (2007) is: 

 

(15)  

 

 
where  are the prior means for the coefficients on the first lags of the dependent variables and 

. If the variables in the VAR have a unit root this information could reflected via a prior the 
incorporates the belief that coefficients on lags of the dependent variables sum to 1: 

 

 

(16)  

 

Where  is the sample mean of  and  is the sample mean of  These dummy observations 

imply prior means of the form =1 and controls the tightness of the prior. As  the 
prior is implemented more tightly.  Banbura et al (2007) underline the fact that these dummy observation 
for N variable VAR with P lags are given by: 
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(17)  

 

Where  and  are sample means of each variable included in the VAR 
Once the prior are implemented, the next task in SVAR type analysis is to compute specific sensitivity 

analysis as impulse response function or historical decomposition. Firstly we consider a structural SVAR (2) 
writing in a scalar form  

 (19)  
 
With the reduced form underlying VAR 

 (20)  

Where .  
In the following lines we will describe the steps of sign restriction approach to compute impulse re-

sponse functions. The first hypothesis is that we have ordered the variables that appears in VAR in a recursive 

way. The VAR residuals,   are related to the structural residuals as . Having the matrix K that 

contains the estimated standard deviations of the  on the diagonal and zero in rest, then 

 where  has unit variances.  The second hypothesis is that having a 

square matrix S such as  then  . The conclusion is that a new set of esti-

mated shocks  have been obtained that have also the property that their covariance matrix is 

.  In the end it has been obtained a new combination of the shocks  that have 

the same covariance matrix as  but have a different impact upon , hence . 

 
(21)  

Ramirez et al. (2010) defined an efficient algorithm to find a  matrix consistent with impulse re-
sponse of a certain sign consistent with theory in the case of exactly identified models. Considering a VAR (2) 
model an example 

where ,  is output growth,  is GDP deflator and  is the interest rate. The goal is to 
calculate the impulse response to a specific structural shock, for example a monetary policy shock. An unex-
pected change in the monetary policy field that determine a positive shock on interest rates will determine a 

decrease of  and . The algorithm contains 5 steps.  

 The first step of the algorithm is to define an NxN matrix W from the standard normal distribution.  

 Then calculate the matrix S from QR decomposition of W (note that S is orthonormal).  

 The third step is to calculate the Choleski decomposition of the current draw of .   

 The next step is to calculate the candidate  matrix as .  Because  implies 

that . The candidate  will have the following form 

, where the last row corresponds denotes the interest rate shock. The first 

check is to see if  and  and  that means a contemporaneous increase in interest 
rate will lead to a fall in output and inflation. If these are the right sign of contemporaneous relationships 

among interest variables, the algorithm stops and the candidate matrix   is draw to compute impulse re-
sponse functions. Otherwise the algorithm will try with other W matrix.  

 The step 5 is to repeat the other previous four steps for every retained Gibbs draw.  
Additionally to the two previous applications of Bayesian econometrics, this type of methods was also 

extended to estimate the parameters of state-space models. The benchmark way to estimate the models with 

unobserved components is the Kalman filter. Consider a standard state-space model, where  and  are 

i.i.d shock, ,  and t = 1,…, T: 

 (19)  

 (19)  



International Journal of Academic Research in Accounting, Finance and Management Sciences 
Vol. 3 (3), pp. 372–383, © 2013 HRMARS 

 

 378 

The first equation from the state-space model is the measurement equation, while the second one rep-
resents the transition equation that describe dynamic of the state variables. The Kalman filter is a recursive 
procedure that consists in the following steps: 

 
a. Initializing the state variable 
In the first step of the procedure are set starting values for the state variable and its variance based on 

the information sets available upon t – 1 moment: 

 
 

 
b. Prediction 
According to available information there is computed an optimal prediction of de-

pendent variable, where  and  is the prediction error and its variance: 

(23)  

 

 
 

 

 
 

(24)  

c. Updating 
Last step of the procedure consists in update the previous prediction and its error with the new infor-

mation set through the so called “Kalman gain” denoted by  : 
 

 
 

 
 

(25)  

In order to implement a Bayesian estimation for the state variable we will call the Carter and Kohn 

(1994) algorithm. Considering the state variable , the conditional distribution is 

 

(26)  

Therefore we define above  the joint density of the state variable for t=1...T can be 

factored into the terms  and  where = [ ]. As the state 

space model is linear and Gaussian this implies that  

 

(27)  

 

The mean and variance in  is given by Kalman filter at time t=T. In case of the mean 

and variance in  it requires the updating equations derived by Carter and Kohn  

 
(28)  

 

 
(29)  

Empirical evidence showed that shape, sign  and magnitude of impulse response functions evolves in 
time. For this purpose Cogley and Sargent (2002) propose a VAR model with time varying coefficients  

 
 

 

(30)  

The most important feature of their model showed above as state-space form is that only parameters 
are allowed to fluctuate while the covariance matrix is fixed.  
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Calling again the Markov Chain Monte Carlo methods to implement a Bayesian estimation of the state-
space form of the VAR model, the Gibbs sampling inference algorithm consists in the following steps. 

 The first step is to fix priors for R and Q and starting values for the Kalman filter. The prior for Q comes 

from an inverse Wishart p(Q)~IW( ). We split the initial sample in other two sample. The training sample 

of size  is used to estimate a standard fixed coefficient VAR using OLS such that 

 while the coefficient of covariance matrix is by . The 

scale matrix  is set equal to , where  is scaling factor choosen by researchers in order to 

control the importance of  The prior degrees of freedom are set equal to .  

 The second step consists in sampling  conditional on R and Q from its conditional posterior 
distribution via the Carter and Kohn algorithm. 

 The next step is to sample Q from its condition posterior distribution.  This, conditioned on  is 

inverse Wishart with scale matrix  and degrees of freedom  where T 

is the whole sample’s length and  denotes the first draw of the state variable.  

 The step 4 is to sample R from the conditional posterior distribution. Conditional on the draw the 
posterior of R is inverse Wishart with scale matrix 

 

 The last step is to repeat steps 2 to 4 M times use the last L draws for inference. 
 
2.2 Theoretical framework 

This paper aims to analyze the structural degree of synchronization between the Euro Area and the 
Romanian economies. For this purpose we called a SVAR framework with some certain features. Therefore, in 
the following lines we will detail the particularities of the approaches that we used to compute impulse re-
sponse functions to different types of shocks. 

The benchmark theoretical framework is a small New-Keynesian model that contains three main equa-
tions: 

 (31)  

 (32)  

 (33)  

which is also a workhorse for the DSGE models of analysis. In fact, the policy strategy stems in the esti-
mation of the New-Keynesian model under a DSGE fashion. Once the model was estimated, there are set the 
relationships among variables through the sign of impulse response function. In addition, under the hypothe-
sis of no serial correlation between shocks, the solution  of the maximum likelihood estimates of 

DSGE parameters can be put in a VAR form. In a strictly manner, the DSGE models can be put in VAR forms 
under specific form for VAR and under some certain stochastic implication. But in this paper, we will draw 
only the predictability of DSGE model under a roughly SVAR form as: 

 (34)  

 (35)  

 
(36)  

In the above SVAR system, ,  and  denotes the (structural) aggregate demand shock, Cost Push 

shock (which is a supply side shock), respectively the monetary shock, while the relationships predicted by 
DSGE literature are: 

 

                    Table 1. Sign restrictions predicted by DSGE models in a New-Keynesian framework. 
 

Model’s Variable/Structural Shock Aggregate Demand Cost Push Monetary 

 
+ - - 

 
+ + - 

 
+ + + 
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Thus, given the predictions provided by DSGE literature, we will incorporate this information in a SVAR 
style model with sign restriction. In the current work, we prefer the sign restrictions in place of pure timing 
restriction or recursive Choleski computation of impulse response function, even that as we explained in pre-
vious section our approach is based on exact identification that starts from a Choleski scheme. Now the ques-
tion arises how to identify the structural shocks given the above framework. Within the literature and applied 
practices exists several ways to achieve this task, ranging from the standard form of New-Keynesian model to 
models that incorporate addition equations in order to account for different types of supply shocks. From this 
view point arises some important questions that we will detail furthermore. Given the main objective of the 
paper, in the second timeframe we were interested in designing an appropriate benchmark that would allow 
me further to develop an appropriate framework  to fully analyze and explain the main differences between 
Romania and Euro Area economies in terms of structural convergence. Thus the benchmark model of analysis 
used in this work represents a preliminary step within a larger project of analysis. To use efficiently this 
benchmark in order to obtain information about some important issues for this kind of analysis we addressed 
several limits (puzzles) the literature and empirical evidences underlined in regard with SVAR practices. The 
related puzzles are: multiple models problem (Fry and Pagan, 2005), multiple shocks problem (Fry and Pagan, 
2007), Sims’ prices puzzle (Sims,1992), Galli’s puzzle related to RBC models (Galli,1999) and Christiano’s evi-
dence on the importance of data form3(Christiano et al. 2003). 

Now we define the model that we used and after will argue the chosen also in regard with the men-
tioned puzzle: 

 (37)  

 where  comes from Cholesky decomposition of the variance covariance ma-

trix  This model is known in the literature as a monetary model because it is designed only to pro-

duce the response of GDP and inflation to a monetary shock which imply a reaction function from the central 
bank as response to contemporaneous developments from real and sector prices. Because this specification 

don’t allow for a feedback effect from , the model is designed only for the recovery of monetary shocks. For 

this reason, looking from a technical view point, the above system represents a semi-structural VAR model. 
Even that theoretical framework it allows for different interaction among structural shock, if we put the theo-
retical model under a recursive system form, we can identify only the monetary shock. But the use of sign 
restriction approach in the SVAR may relax the limit of recursive system.  

In regard with the previous puzzle, we will run the hypothesis from this work, but looking as a prelimi-
nary step from a broader analysis. Relating to multiple models problem, we called the algorithm of Fry and 
Pagan (2005), called median target (MT) response. Given the limit of sign restriction methods provided by 

non-unique values of the rotation matrix’s angle , we are interesting in those responses that are most 

common. More exactly, after the obtained impulse response function from Markov Chain Monte Carlo meth-

ods, those ones are differentiated with their median and the sum of differences are stored in a vector . 

Finally, the MT consists in finding that impulse response (l) that produces min(MT)= , obtaining in this 

manner a unique . Regarding the multiple shocks problem, we used the underlined model mainly for the 

identification of a monetary shock as a policy objective. But to address this problem, we estimated a Cholesky 
style model with the same LRAS framework and we compared the results. Regarding the observation of 
Christiano et al. as response to Galli’s puzzle, we did not change on interest series, allowing thus for a unit 
root. The other two series are expressed in percents as Fry and Pagan (2007) recommended in the case of sign 
restriction. The use of Bayesian framework allows testing for importance of rigidities4. For example, we can 
consider that prices don’t respond with a lag or two to different shocks and then compare the results with the 
case of no restrictions. The Sims’ prices puzzle would be analyzed a bit later based on results. 

                                                           

3
 Levels or differences. 

4
 Galli underlined that rigidities (nominal) could be the main trigger of its puzzle. 
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Since the predictions are offered by DSGE literature, our work consists in looking at the scale and shape 
of impulse response functions, as well as both the scale and shape of those ones during the time.  

 

3. Data and results 

If we look at national statistics we can observe that consumption accounts for a much higher share 
from aggregate output in Romania as compared with Euro Area. Also during the time, the fluctuation of con-
sumption share within output is higher for Romania. Adding to the previous two mentions the empirical fact 
of Backus-Kehoe-Kydland puzzle, for the main objective of the paper it is worthiness to used an additional 
specification of the benchmark model in which are used the growth rate of consumption and consumption 
deflator in place of GDP and GDP deflator. 

In this paper we used quarterly data on real GDP, GDP deflator, real consumption5, consumption defla-
tor and 3M interbank reference rate (ROBOR and EURIBOR) for Romania and Euro Area (EA12) from the 
EUROSTAT database. The real data on GDP and consumption are expressed in terms of growth rates. All the 
time series used in this work are seasonally adjusted and adjusted with the number of working days. The peri-
od covered by current paper is 2000 Q2 – 2012 Q2. Given the usage of the Bayesian econometrics for involved 
analysis, the test for unit roots in data shows no significance. The information criteria analysis indicated the 
use of two lag VAR models 

Regarding the prior means for state-space representations of the VAR model there we set  and 

F=1, that makes our model a linear Gaussian state space models that allows for a random walk behavior. The 
training sample used to set the other priors for the state-space representation contains 25 quarters, which 
means that the Time-Varying Parameters (TVP) VAR model was estimated for 22 quarters, if we take into ac-
count the 2 lags of the underlined models. The impulse response horizon is 20 quarters, while the shock was 
set to one standard deviation. 

Even the involved framework is mainly designed to the identification of monetary shocks, we used the 
sign restriction from table 1 and estimated the IRFs also for shocks that come from the other two structural 
sources. The use of short-term interest in place of monetary reference rates relaxes the purpose of initial 
semi-structural VAR if we take into account that in setting quotes for interbank rates, investors incorporates 
their risk perceptions in regard with supply side risks and in the second timeframe with demand risks. The 
models were estimated for the version with GDP and GDP deflator in the 3 variables SVAR, as well as for the 
version with consumption and its deflator. 

The computed time varying IRFs for the 12 models are reported in Annex. In the first timeframe, we are 
interested in analyzing the IRFs for monetary shocks. Obtained results showed that in the case of GDP version 
(models M1 and M2), while the responses of real growth rate of GDP to a monetary shock translated through 
an one percent increase in the 3M interbank rates are closed in both cases, the response of GDP deflator to 
the same shock was around – 1.3 % for Romania, as compared with values ranging between -0.45 % and -0.5 
% for EA economy. Instead, in second version of the estimates, the computed IRFs for Romanian economy 
show a contraction of -0.65 % for consumption growth rate (as compared with around -1.5 % for EA), respec-
tively of -1,9 % for consumption deflator (as compared with around -0.7 % for EA). Except in the case of Ro-
manian economy (consumption version) where the behavior of responses of consumption growth rate and 
consumption deflator recorded significant changes in the last two years, the others IRFs post low fluctuations 
in time. On the other side, the Sims’ price puzzle was present in all the responses of prices indicator to a mon-
etary shock, less the case of model with GDP version data for EA economy. These puzzles were more evident 
for the models in which we used consumption related data. Also we can observe that for GDP version of the 
models, the impact of the shock on GDP growth rate and its deflator is more persistent in the case of EA. In 
the same timeframe, the persistence of the socks in the case of consumption version models is lower than in 
the GDP version. 

On the other side, analysis of interest variables to other types of structural shocks is important especial-
ly for two reasons. The first one is focusing on the differences of the responses across two version of data 
used. Even that for policy purposes, the information provided by the response to the other two types of struc-

                                                           

5
 Household and NPISH final consumption expenditure. 
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tural shocks is limited6, we can observe that responses of Romanian variables to aggregate demand, respec-
tively Cost Push shocks post asymmetric pattern in comparison with IRFs computed for EA case. Secondly, this 
exercise is important to understand how we can exploit the information contained by such a framework of 
analysis in regard with structural shocks. For this purpose we estimated a simple static Cholesky identification 
scheme, for the two versions of data. There were estimated two version of the Cholesky identification 

scheme, according to the ordering of variables:  and . In this manner we addressed 

the multi shock problem. The results were compared with those obtained from the Bayesian approach with 
sign restriction and time varying parameters. 

 

4. Conclusions 

In this paper we involved a study of structural convergence between Romanian and Euro Zone econo-
mies from the view point of synchronization in responses to shocks. For this purpose we called a Bayesian 
framework in which we estimated a time-varying parameters VAR model. For the identification of structural 
shocks we started from semi-structural VAR in which we incorporated the standard predictions of DSGE litera-
ture for a New-Keynesian model. For several purposes mentioned in the paper, we used two versions of data, 
replacing GDP and GDP deflator from a standard approach with consumption and its deflator. In this paper we 
were mainly interested for the response of interest variables to a monetary shock for policy purposes and in a 
second timeframe for the responses to other types of shocks. 

The estimation of response for monetary model showed different structures of economies. The ob-
tained results relieve the fact, for both data sets the structure of Romanian economy is different in compari-
son with EU economy. The analysis of cost push shock and aggregate demand shock are more likely to be in-
formative and even though the model doesn’t allow identifying other shocks (naïve approach) the structure of 
economies looked different.  
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