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Abstract
The purpose of this paper is to analyze the relationship between international trade, financial development, Foreign Exchange reserve and Output of Indonesia. This paper used quarterly time series data from quarter 1, 2000 until quarter 3, 2016. This study used Structural Vector Auto Regression (SVAR). The result found that output was positively affected by money supply and export, and negatively affected by domestic credit of bank, domestic credit to private sector, and import.
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1. Introduction
Indonesia is a developing country with great economic potential and has gained sizeable attention from the international community. Indonesia possesses numerous characteristics to rapidly help its economic progression, as seen in its economic growth. Gross domestic product (GDP) is an important factor in evaluating economic performance (Gokmenoglu et al., 2015). Also, GDP has the aim of summarizing economic activity in currency and a certain period (Mankiw, 2006). Proper and effective management of resources and the increased support of renewable technology create sustainable economic activities.

The output is the ultimate goal of economic activity to supply goods and services to society (Samuelson & Nordhaus, 2004). When output production is steady, economic activity will take place continuously and eventually; output production would become larger that would lead to an increase of GDP, which is a benchmark of economic growth. The development of GDP in Indonesia in the period 2000-2016 showed an increasing trend. 2016 was the peak acquisition of Indonesia's real GDP, which amounted to 9,433 trillion rupiahs.

Every country has different characteristics of natural resources. The difference in wealth can be either raw natural products or processed products. Besides, the human resources owned by each country can be different. Countries that have few natural resources would try to improve the human resources they have. The superiority of human resources would yield better capability of making high-value production goods. Countries that cannot produce a particular item would resort to importing the item.

Provision of domestic needs is an essential factor in the welfare of a country. When a developing country can conduct international trade, it can create jobs and supply goods that cannot be produced
locally (Salvatore, 2014). Free trade creates relations between countries and has the nature of interdependence.

Shahbaz & Rahman (2014) stated that exports could cause an increase in GDP. The first phase starts with output growth, and then, it becomes export growth. Through trade activities, companies can get innovations in technology, capacity building for workers, and technology transfer. Increased domestic production will trigger sales in the global market. Ductor & Grechyna (2015) explained that financial development is an essential factor that determines the level of GDP. Financial development has an evident influence on the level of GDP. A good financial system provides facilities for deposit mobilization and guarantees efficient resource allocation (King & Levine, 1993). A good economy is undoubtedly supported by a good financial system. Proper financial allocation is useful to improve production performance.

Kumarasinghe (2016) stated that financial development would optimize the production activities of local companies. Financial development provides an access to local and international capital markets. Financial developments can invite foreign investment in developing countries. The presence of foreign investment can increase the integration between local financial markets and world financial markets. This is why export-based countries must improve their performance in the international market. Haija (2017) explained that the financial sector could channel capital resources to potential companies and industries. If the financial sector were developed, it would increase the ability to allocate capital resources to productive investments. Besides, capital injections will encourage companies to be more active in operating and simultaneously, increasing income that stimulates an increase in GDP. Capital allocation by the banking sector will encourage the growth of local industries from small to large scale. Maintaining this industry would benefit from increasing the scale of production at both domestic and international levels. A form of allocation is a loan provided by banks to companies. The allocation of loans would be able to encourage export production. The result of an increase in exports will be a factor in increasing GDP.

2. Literature review

According to Mankiw (2006), GDP is the overall value of all goods and services produced in the economy during a certain period. There are two ways to determine the amount of GDP, either to see the total income of an economy or to see the amount of expenditure from the production of goods and services. According to Mankiw (2006), there are two types of GDP, namely real GDP and nominal GDP. Samuelson and Nordhaus (2004) stated that increasing GDP is a strengthening of national output. This is related to the growth of per capita output which is a picture of life welfare. Good living welfare would increase income. There are four factors for increasing GDP, namely human resources, natural resources, capital formation, and innovation technology.

Trade is carried out based on trust and mutual benefit. Trade causes each individual to specialize, the existence of international trade causes countries to specialize in the production and enjoy more goods and services (Mankiw, 2009). International trade is an economic activity that exchanges goods and services between countries (Syafri, 2005). International trade between countries is based on export and import performance. Traffickers can be individuals, groups, private business entities or government business entities.

According to Adam Smith in the theory of absolute excellence, international trade occurs if each country has an absolute advantage. A country will export goods that have absolute advantages over other countries, but import goods that have total losses over other countries. This method will encourage efficient use of resources, then increase the yield of the types of goods that have the advantages of specialization results (Salvatore, 2014).

Meanwhile, David Ricardo perfected the theory of absolute excellence in the theory of comparative advantage. Ricardo explained that even though a country has fewer goods than other countries, the country can still benefit from trade. Countries that have comparative advantages can still export and import goods that have comparative weaknesses (Syafri, 2005).

Later, Eli Heckscher and Bertil Ohlin offer a theory on international trade based on differences in the abundance of natural factors (endowment factors) between countries. A country will export goods that have an abundance of inputs in their countries and will import goods that have a scarcity of input in their countries.
Finance is an essential factor in the economy. Improving financial development will lead to a better economic process. Finance can be an input to achieve a decent level of income and quality of life. However, financial factors are not enough to achieve a level of economic success.

Rapid economic development will drive the progress of the financial sector. This is reflected in the condition of the financial sector that increasingly established in guaranteeing a country's finances. The financial sector is an integral part of supporting the economic process. Along with the times, the financial sector experienced changes that could affect production activities. The implementation is by providing loans for both production and investment (Yustika & Sulistiani, 2007).

There are various variables related to financial development, and these variables are indicators of financial development in a country. According to Mukhlis (2011), financial development is measured through credit proxies and M2, namely the money supply in a broad sense. Credit and M2 can be a benchmark for measuring financial development.

Credit distribution aims to increase the value of bank wealth and the level of the economy (Ningsih & Zuhro, 2010). In essence, banks will always try to avoid bad credit, and the bank needs to continuously develops its strength in credit to mobilize sustainable credit capacity and at the same time, carry out its function as financial intermediation.

Credit allocation is vital for the business world. The relationship cannot be severed, as the bank will always channel credit in the form of investment credit and working capital needed in business. According to Hassan (2011), domestic credit from banks consists of loans distributed to all sectors, without regard to credit for the central government. Domestic credit for the private sector is the distribution of finance for the needs of the private sector through loans, trade credit and others. The provision of credit aims to facilitate the private sector in terms of increasing production.

Samuelson & Nordhaus (2004) state that money is something that functions as a generally accepted medium of exchange. The most crucial concept is money in a narrow sense (M1), consists of currency and demand deposits circulating in the community. Another important indicator is money in broad terms (M2), namely M1 plus quasi money.

King & Levine (1993) state that if there is a relationship between financial development as a financial intermediary, namely channeling credit to the private sector. Financial intermediaries can provide benefits such as determining risk diversification and facilitating the distribution of funding sources. Developing financial system will increase capital formation and efficiency in allocating financial resources so that in the end, it will support the increase in GDP. Domestic credit for the private sector can be in the form of loans, purchase of non-equity securities, trade credit and other receivables. The financial sector that provides credit covers all financial sectors, such as monetary authorities, banks, and other financial companies.

According to McEachern (2000), demand for money is the amount of money that a person wants to hold. According to the quantity theory of money, there is a relationship between changes in the money supply and the price level. Broad money is defined as money that covers all elements of finance, such as M1 added with time deposits, savings deposits, and non-stock securities (Mankiw, 2006).

Domestic credit by banks is credit that is only channeled by banking banks. Credit is given to all sectors, except credit for the central government. According to Ductor & Grechyna (2015), the right increase in domestic credit by banks will reduce transaction costs, mobilize savings, and facilitate the efficient allocation of funding sources.

3. Methodology of research

The method used in this study is SVAR, a useful method for analyzing how a variable responds to changes in other variables, by giving a restriction to separate movement. This study uses data spanning in 16 years starting from 2000: Q1 until 2016: Q3. The data in this study is secondary data, presented in the form of time series, covering the period between 2000: Q1 up to 2016: Q3. This secondary data was obtained from the Central Statistics Agency and the Bank Indonesia website.

This research uses the SVAR (Structural Vector Auto Regression) economic analysis method. SVAR is developed from the VAR method using some restrictions in the model. The restriction is applied to the matrix component based on a robust theoretical relationship between variables in the VAR system.
Therefore, the form of SVAR is often referred to as a theoretical VAR. SVAR estimation models in matrix form can be written as follows:

\[
\begin{bmatrix}
E_{M2t} \\
E_{DCBt} \\
E_{DCPt} \\
E_{Im} \\
E_{Ex} \\
E_{GDPt}
\end{bmatrix} = \begin{bmatrix}
a_{11} & 0 & 0 & 0 & \epsilon_{1t} \\
0 & a_{22} & 0 & 0 & \epsilon_{2t} \\
0 & 0 & a_{33} & 0 & \epsilon_{3t} \\
0 & 0 & 0 & a_{44} & \epsilon_{4t} \\
0 & 0 & 0 & 0 & a_{55} \\
0 & 0 & 0 & 0 & a_{66}
\end{bmatrix}
\]

In which:

- M2: money supply;
- DCB: domestic credit by banks;
- DCPS: domestic credit to private sector;
- Im: import;
- Ex: export;
- GDP: gross domestic product;
- \( t \): endogenous variable vector;

\( \alpha \) contemoraneous relations among variables; \( \epsilon_{i} \) : error term of orthogonal shocks.

4. Results and Discussions

4.1. Stationary Test

The Phillips-Perron stationary test (PP) was carried out at level. Stationary variables were obtained from the ADFt-statistical value, and these variables have the greater MacKinnon value of the critical value, valued at both at 1%, 5%, or 10% error rates. The test results showed that all variables are not stationary at the level of the intercept level. Thus, the stationary test was carried out at the first difference level, and the results were obtained, as shown in the table below.

<table>
<thead>
<tr>
<th>Variable</th>
<th>t-stat</th>
<th>t-statistic 1%</th>
<th>t-statistic 5%</th>
<th>t-statistic 10%</th>
<th>p-value</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP riil</td>
<td>-9.70071</td>
<td>-4.10553</td>
<td>-3.48046</td>
<td>-3.16804</td>
<td>0</td>
<td>Stationary</td>
</tr>
<tr>
<td>Exports</td>
<td>-6.44529</td>
<td>-4.10553</td>
<td>-3.48046</td>
<td>-3.16804</td>
<td>0</td>
<td>Stationary</td>
</tr>
<tr>
<td>Imports</td>
<td>-5.64376</td>
<td>-4.10553</td>
<td>-3.48046</td>
<td>-3.16804</td>
<td>0.0001</td>
<td>Stationary</td>
</tr>
<tr>
<td>DCPS</td>
<td>-7.49458</td>
<td>-4.10553</td>
<td>-3.48046</td>
<td>-3.16804</td>
<td>0</td>
<td>Stationary</td>
</tr>
<tr>
<td>DCB</td>
<td>-7.69278</td>
<td>-4.10553</td>
<td>-3.48046</td>
<td>-3.16804</td>
<td>0</td>
<td>Stationary</td>
</tr>
<tr>
<td>M2</td>
<td>-7.28314</td>
<td>-4.10553</td>
<td>-3.48046</td>
<td>-3.16804</td>
<td>0</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

Notes: *significant at \( \alpha = 10\% \), **significant at \( \alpha = 5\% \), ***significant \( \alpha = 1\% \)

4.2. Determining Lag Length Optimal

After the variables in stationary studies were known at the first-difference level, the lag length was determined by several criteria such as Likelihood Ration (LR), Final Prediction Error (FPE), Akaike Information Criterion (AIC), Schwarz Information Criterion (SC), and Hannan-Quinn Criterion (HQ). In time-series data, testing is susceptible to the existence of optimal lag. Determining optimal lag was conducted to determine the adequacy of the data and the period used during the study. To get optimal lag, the following results were obtained:

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1621.199</td>
<td>NA</td>
<td>5.96E+15</td>
<td>53.3508</td>
<td>53.55842*</td>
<td>53.43217</td>
</tr>
<tr>
<td>1</td>
<td>-1568.26</td>
<td>93.72942</td>
<td>3.44E+15</td>
<td>52.7954</td>
<td>54.24878</td>
<td>53.36499*</td>
</tr>
<tr>
<td>2</td>
<td>-1536.658</td>
<td>4.97E+01</td>
<td>4.11E+15</td>
<td>52.93962</td>
<td>55.63877</td>
<td>53.99744</td>
</tr>
<tr>
<td>3</td>
<td>-1498.552</td>
<td>52.47426</td>
<td>4.19E+15</td>
<td>52.87056</td>
<td>56.81547</td>
<td>54.41661</td>
</tr>
<tr>
<td>4</td>
<td>-1426.873</td>
<td>84.60438*</td>
<td>1.56E+15*</td>
<td>51.70077</td>
<td>56.89144</td>
<td>53.73504</td>
</tr>
<tr>
<td>5</td>
<td>-1382.302</td>
<td>43.84032</td>
<td>1.61E+15</td>
<td>51.41975*</td>
<td>57.85618</td>
<td>53.94225</td>
</tr>
</tbody>
</table>

Source: Eviews 8, processed by the author.
Based on the results of determining the optimal lag above, the results of testing GDP, exports, imports, domestic credit to the private sector, domestic credit by banks, and M2 Indonesia obtained a variety of optimal lags. Based on the SC criteria is at zero lag, the HQ criteria were produced at one lag, then the FPE and LR criteria were produced in the four lags, and lastly, the AIC criteria was produced at five lags. Based on the highest number of (*) signs, it can be concluded that this study used an optimal lag of four SVAR Estimation Results. SVAR is a theoretical and non-recursive model and enforces several restrictions in its method. The estimation results show that if exports, imports, domestic credit to the private sector, domestic credit by banks, and M2 are statistically significant, they will affect GDP in Indonesia. The estimation results can be seen from the probability value compared to the 5% significance level as below:

**Table 3. SVAR Estimation Results**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (6) M2</td>
<td>46.21285</td>
<td>4.20443</td>
<td>10.99145</td>
<td>0</td>
</tr>
<tr>
<td>C (11) Domestic Credit by Banks</td>
<td>-1.72985</td>
<td>0.656</td>
<td>-2.63696</td>
<td>0.012</td>
</tr>
<tr>
<td>Domestic Credit to Private Sector</td>
<td>-2.43888</td>
<td>0.59853</td>
<td>-4.0748</td>
<td>0</td>
</tr>
<tr>
<td>C (15) Imports</td>
<td>-1.17867</td>
<td>0.54687</td>
<td>-2.15531</td>
<td>0.031</td>
</tr>
<tr>
<td>C (20) Exports</td>
<td>1.90133</td>
<td>0.50863</td>
<td>3.73814</td>
<td>0</td>
</tr>
</tbody>
</table>

**Source:** Eviews 8, table is processed by the author.

Estimation results were obtained if each variable has a different coefficient value. Probability values that are smaller than the significance level of 1% and 5% indicate that all variables are a statistically significant influence on Indonesia’s GDP. Identification of each variable in this study is:

1. The regression coefficient in the M2 variable is 46.21285 with a significance level of 1%. This means that the M2 variable has a positive and significant effect on GDP in Indonesia. When M2 increased to 1 trillion, Indonesia’s GDP would increase by 46.21285 trillion, assuming the other variables are constant.

2. The regression coefficient on domestic credit by banks variable is valued at -1.72985, at a significance level of 5%. This means that the domestic credit by banks variable has a negative and significant effect on GDP in Indonesia. If domestic credit by banks increased by 1 trillion, Indonesia’s GDP would decrease by 1.72985 trillion, assuming other variables are constant.

3. The regression coefficient on the domestic credit to private sector variable is valued at -2.43888, at a significance level of 1%. This means that the domestic credit to private sector variable has a negative and significant effect on GDP in Indonesia. If domestic credit to the private sector increased to 1 trillion, Indonesia’s GDP would decrease by 2.43888 trillion, assuming other variables are constant.

4. The regression coefficient on the import variable is valued at -1.1788, at a significance level of 5%. This means that the import variable has a negative and significant effect on GDP in Indonesia. If increasing imports were made to 1 trillion, Indonesia’s GDP would decrease by 1.17867 trillion, assuming other variables are constant.

5. The regression coefficient on the export variable is valued at 1.90133, at a significance level of 1%. This means that the export variable has a positive and significant effect on GDP in Indonesia. If exports were increased by 1 trillion, Indonesia’s GDP would increase by 1.90133 trillion, assuming other variables are constant.

**4.3. Impulse Response Function Results**

The figure below shows the increase of M2 is responded positively by GDP in the first period. The highest response was seen during the first period, based on a response of 1.5 SD, then the response tends to decrease. The response of Indonesia’s GDP then shrinks and approaches the balance point or approaches zero until the end of the period.
The figure below shows a fluctuating GDP response to domestic credit by banks shock, where initially, GDP responded positively to the domestic credit by banks shock. Still, the positive response only persisted in the first two periods. During the third period, GDP responded negatively to -0.16 SD and then, declined until the sixth period. The biggest decline occurred during the fifth period of -0.60 SD. The response shown by GDP fluctuates to near the equilibrium line or zero at the end of the period.

The next variable is the response of GDP to domestic credit to private sector shock. The figure below shows that GDP responds negatively to the domestic credit to private sector shock. This is in line with the results of SVAR, where SVAR test results state that domestic credit to private sector harms Indonesia’s GDP. The lowest GDP response is -1.46 SD at the beginning of the period, and the highest is 0.23 SD, in the eighth period. In the end, the response given would approach the equilibrium point until the end of the period.

Based on the following figure, the import shock responded positively by the GDP variable only for two initial periods, then showed a movement of responses that leaned towards negative. The highest response was shown at 1.18 SD in the second period, and the lowest was -0.70 SD, in the fourth period. The impact of shock was felt up to eleven periods, after which the impact of shock began to diminish, which was shown by a movement that was not too fluctuating, after which the impact of the shock would approach the equilibrium point until the end of the period.
The figure below shows the movement of the GDP variable response. The GDP response tends to fluctuate since the shock of the export variable. In the first period, the GDP variable immediately responded negatively to -0.14 SD. Still, in the second period to the fourth period, the GDP variable responded positively to the shock of the export variable. The highest peak of the response of the GDP variable in the tenth period, a positive response was recorded at 0.71 SD. After that, the impact of the shock began to decrease and approached the point of balance until the end of the period.

4.4. Forecast Error Variance Decomposition Results

Variance Decomposition analysis was used to determine the contribution of the independent variable shock to changes in the level of Indonesia's GDP. This study applied the GDP variable as an endogenous (dependent) variable. Variance Decomposition analysis would identify variables that have the greatest role in explaining changes in the endogenous variables. The results of the FEVD analysis can be seen in the following table:

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>D(M2)</th>
<th>D(DCB)</th>
<th>D(DCPS)</th>
<th>D(IM)</th>
<th>D(EX)</th>
<th>D(GDP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.27523</td>
<td>9.026716</td>
<td>0.637879</td>
<td>7.756362</td>
<td>7.434677</td>
<td>0.075713</td>
<td>79.06865</td>
</tr>
<tr>
<td>6</td>
<td>6.765652</td>
<td>14.59647</td>
<td>3.156813</td>
<td>11.69759</td>
<td>7.056751</td>
<td>0.462818</td>
<td>63.02956</td>
</tr>
<tr>
<td>12</td>
<td>7.96831</td>
<td>18.30438</td>
<td>2.595306</td>
<td>11.37626</td>
<td>6.383893</td>
<td>2.88787</td>
<td>58.4523</td>
</tr>
<tr>
<td>18</td>
<td>7.966087</td>
<td>18.97595</td>
<td>2.681844</td>
<td>11.61338</td>
<td>5.858001</td>
<td>2.847388</td>
<td>58.02344</td>
</tr>
<tr>
<td>24</td>
<td>8.188474</td>
<td>19.69008</td>
<td>2.627703</td>
<td>11.77921</td>
<td>5.59822</td>
<td>2.835616</td>
<td>57.46917</td>
</tr>
<tr>
<td>30</td>
<td>8.326264</td>
<td>19.97417</td>
<td>2.591067</td>
<td>12.00315</td>
<td>5.427441</td>
<td>2.8082</td>
<td>57.19597</td>
</tr>
<tr>
<td>36</td>
<td>8.416446</td>
<td>20.23391</td>
<td>2.572872</td>
<td>12.13311</td>
<td>5.330413</td>
<td>2.800792</td>
<td>56.9289</td>
</tr>
<tr>
<td>42</td>
<td>8.471951</td>
<td>20.41397</td>
<td>2.549426</td>
<td>12.20655</td>
<td>5.271649</td>
<td>2.796914</td>
<td>56.76149</td>
</tr>
<tr>
<td>48</td>
<td>8.507174</td>
<td>20.53477</td>
<td>2.542306</td>
<td>12.29492</td>
<td>5.234323</td>
<td>2.79469</td>
<td>56.6527</td>
</tr>
<tr>
<td>54</td>
<td>8.528966</td>
<td>20.60978</td>
<td>2.536389</td>
<td>12.25262</td>
<td>5.21146</td>
<td>2.793656</td>
<td>56.59609</td>
</tr>
<tr>
<td>60</td>
<td>8.542618</td>
<td>20.6529</td>
<td>2.534567</td>
<td>12.25517</td>
<td>5.196941</td>
<td>2.791426</td>
<td>56.56899</td>
</tr>
</tbody>
</table>
The table above shows the results of testing variance decomposition. Based on the results of the test, the changes that occur in the GDP variable are affected by the variable shock itself and the shock of other variables. In the first period, GDP is affected by the variable shock itself by 79.06% and always decreases in the next period. At the end of the period, the effect of the variable shock itself is 56.56%.

The second variable that gives the largest contribution is the M2 variable, as indicated by the largest variance decomposition percentage and always increases until the end of the period. In the first period, the M2 variable was recorded to have an influence contribution of 9.02%, while the export variable had the smallest contribution of 0.07%. In the 30th period, M2 variable still had a contribution of 19.97%, but domestic credit by banks variable had a contribution of 2.53%. At the end of the period, the domestic credit by banks variable still has the smallest contribution compared to other variables.

5. Discussions

Free trade is an activity of buying and selling that between countries. In its implementation, it requires an agreement among countries. International trade is carried out as an effort to meet domestic needs, while also selling excess goods and services domestically. This is conducted to improve the economy of a country, which is in line with research conducted by Gokmenoglu et al. (2015). Based on the tests that have been conducted on the effect of the variables of export and import on Indonesia’s GDP, the export variable has a positive effect of 1.90. It is significant for Indonesia’s GDP, while the import variable has a negative effect of -1.17 and is significant for Indonesia’s GDP. Based on SVAR estimation results, export variables have a positive and significant influence on Indonesia’s GDP. This indicates that any increase in exports would increase Indonesia’s GDP, similar to the results of Shahbaz & Rahman (2014). Import variables have a negative and significant influence on Indonesia’s GDP. This means that any increase in imports would reduce Indonesia’s GDP, similar to the statement of Zahonogo (2017), where an export-oriented country would experience positive growth, whereas if a country-oriented to imports, it would experience a low GDP increase.

Conditions in Indonesia are per Zahonogo’s research (2017), the results of his research explained that exports had a positive effect, while import would negatively affecting economic growth. Developing countries must control trade efficiently, especially at the level of imports. When it can push the GDP level, trade-in developing countries should provide access to investment and production of goods for economic development. A country needs to reduce imports of consumer goods but must create conditions for producing domestic goods efficiently, which can provide a comparative advantage. Financial development can be interpreted as the development of policies, performance, and institutions in the financial sector, and all must carry out their functions efficiently. Financial development is the process of growing the financial sector to a more advanced level, whether in allocating funds effectively, maintaining the smoothness of the payment system, and reducing financial risk. In the end, it must support an increase in GDP. The results of the study show that domestic credit to the private sector and domestic credit by banks have a negative effect on increasing GDP. In contrast, the M2 variable has a positive effect on increasing GDP. Based on the estimation results, the M2 variable has a positive and significant effect on increasing Indonesia’s GDP. This means that if the money supply increases, the GDP level would also increase. If there is excess money supply, the central bank will practice a policy of lowering the interest rate. This condition will trigger investors to invest, and it would increase the level of output and trigger an increase in GDP. This result is in line with research conducted by Gokmenoglu et al. (2015), namely the money supply can stimulate an increase in GDP.

The financial sector has a strategic position in the economy. The financial sector can channel funds to productive sectors in the economy to create an increase in GDP. Fund disbursement to productive sectors can minimize the risk of problem loans, thereby increasing production efficiency and increasing output growth. Based on the tests, it was found that if the credit variable, namely the domestic credit to private sector variable and domestic credit by banks variable, would negatively affect Indonesia’s GDP. This result is in line with the results of research conducted by Ductor & Grechyna (2015), where improper credit channels would disrupt the increase in GDP. If credit growth is not balanced with real sector growth, it would have a negative effect. This happens if the increase in credit provision is not followed by credit...
demand by the productive sector, as it would bring up several problems such as risky investments and cause low GDP levels.

6. Conclusions

Based on the results of testing and discussion of the influence of international trade and financial development on Indonesian GDP, the following conclusions are obtained:

1. The money supply has a positive and significant influence on economic growth. When the money supply increases, it will increase Indonesia's GDP.
2. Export variables have a positive and significant influence on Indonesia's GDP. When exports increase, it will increase Indonesia's GDP.
3. Domestic credit by banks variable has a negative and significant influence on Indonesia's GDP. When domestic credit by banks increases, it would reduce Indonesia's GDP.
4. Domestic credit to private sector variables has a negative and significant influence on Indonesia's GDP. When domestic credit to the private sector increases, it would reduce Indonesia's GDP.
5. Import variables have a negative and significant influence on Indonesia's GDP. When imports increase, it will reduce Indonesia's GDP.
6. M2 variable gives the biggest contribution to changes in GDP variables, which is 20.6% at the end of the period.
7. Domestic credit to private sector variables contributes to 12.2% to changes in GDP variables at the end of the period.
8. Import variables contribute 5.1% to changes in GDP variables at the end of the period.
9. Export variables contribute 2.7% to changes in GDP variables at the end of the period.
10. The domestic credit by banks variable contributes 2.5% to changes in the GDP variable at the end of the period.
11. The response generated by economic growth in the face of the shock of independent variables in the initial period, most variables have similarities with the results of SVAR testing. The GDP variable provides a fluctuating response throughout the period, but at the end of the period shows the GDP response to the shock of all variables giving the same response that is, returning to the point of balance.

7. Policy Recommendations

Based on the results of research on the influence of international trade and financial development on Indonesia's GDP, these suggestions are as follows:

1. The money supply has a positive influence and gives the largest contribution to changes in the GDP variable. Increasing the money supply can trigger an increase in GDP, but this must be balanced with an increase in the supply of goods and services to control inflation.
2. Export variables have a positive influence on Indonesia's GDP. The government needs to further increase Indonesia's exports, by continuing to improve the quality of the product and increasing promotion to expand global external markets, supported by export institutions.
3. Import variables negatively affect Indonesia's GDP; imports are not only aimed at consumer goods but also in capital goods to encourage growth. Besides, the country can carry out substitution strategies that can meet domestic needs for imported goods. This can stimulate economic activities of domestic entrepreneurs.
4. Credit variables have a negative influence on economic growth. The level of credit growth must be balanced with the rate of real output growth, and lending must meet the criteria of eligibility in credit to avoid creating bad credit, as it would stimulate an increase in GDP.
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